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Abstract—Wireless capsule endoscopy video summarization 

(WCE-VS) is highly demanded for eliminating redundant frames 

with high similarity. Conventional WCE-VS methods extract 

various hand-crafted features as image representations. 

Researches show that such features only reflect the low-level 

characteristics of single frame and essentially are not effective to 

capture the semantic similarity between WCE frames. Motivated 

by the salient property of Siamese neural network (SNN) in 

mapping similar image pairs closer while mapping dissimilar 

image pairs apart in the feature space, a novel learning-based 

WCE-VS method is proposed in this paper. Specifically, with the 

availability of labelled similar and dissimilar pairs of WCE 

frames, SNN is trained with a contrastive loss function to extract 

high level semantic features. Furthermore, for similarity 

judgment, to avoid the challenge of manually setting optimal 

threshold in conventional methods, we creatively cast it into a 

supervised classification problem implemented by a linear SVM. 

Extensive experiments validate the effectiveness and efficiency of 

our proposed method. 

Keywords—Wireless capsule endoscopy; video summarization; 

Siamese neural network; linear SVM classifier; similarity judgment 

I.  INTRODUCTION  

Wireless Capsule Endoscopy (WCE) is a novel medical 
equipment for non-invasive gastrointestinal disease detection. After 
WCE is swallowed by the patient, one whole WCE examination 
process will capture 30000-80000 frames. However, as shown in Fig. 
1(a), there are a large number of redundant frames with high similarity 
in the WCE video [1]. The major obstruction associated with this 
advanced technology is that such huge amount of frames will cause 
long view time for clinicians. Hence, it is of great significance to 
develop a video summarization algorithm used for eliminating these 
redundant WCE frames. 

Literature reviews of the general video summarization technique 
(VST) show that the majority of VSTs contain following steps as 
shown in Fig. 1(b). Firstly, for each frame, the extraction of effective 
features is conducted. Secondly, the shot segmentation by judging the 
similarity between adjacent frames sequentially is carried out. As a 
result, the video could be segmented into different shots, in each of 
which the frames are with certain similarity. Finally, the key frames 
are extracted in each shot. 

For WCE video summarization (WCE-VS), there has already 
existed numerous researches following the general VST. Jia Sen Huo 
[1] 
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Fig. 2. The diagram of the training process of our designed SNN. 

TABLE I.  THE ARCHITECTURE PARAMETERS OF CNNFE. 

Layer Type 
Number of maps 

or neurons 

Kernel 

size 
Stride 

1 Convolution 20 5×5 1 

2 Max pooling 20 2×2 2 

3 Convolution 50 5×5 1 

4 Max pooling 50 2×2 2 

5 Fully-connected 500 -- -- 

6 Fully-connected 300 -- -- 

7 Feat 100 -- -- 

 

semantic gap [5]. Meanwhile, the fusion of hand-crafted features in [3] 
commonly takes high computational cost. Besides, the existing WCE-
VS methods normally face a practical and challenging problem, which 
is manually setting a suitable threshold for similarity judgment in 
making the shot segmentation. These observations motivate us to 
develop a learning-based approach to automatically learn high-level 
semantic features, and discriminate the similar or dissimilar WCE 
frames without setting any threshold. 

According to recent research outcomes [6-8], we note that 
Siamese neural network (SNN) is able to learn high-level semantic 
features suitable for discriminating pairs of similar and dissimilar 
images. Specifically, a contrastive loss function of SNN is optimized 
so that the Euclidean distance of similar pairs in feature space is small 
while that of dissimilar pairs is large. Inspired by the salient property 
of SNN, a learning-based approach is developed for WCE-VS, where 
SNN is employed to learn the high level semantic features with similar 
and dissimilar pairs of WCE frames as training dataset. Then, in order 
to avoid manually setting a threshold for similarity judgments, the 
Euclidean distance corresponding to similar and dissimilar pair of 
WCE frames is taken as input to train a linear SVM classifier for 
similarity judgment without any threshold. After that, through judging 
the similarity of adjacent WCE frames, the WCE video is segmented 
into different shots. Lastly, as gradient varying characteristic exists in 
each shot, we employ the adaptive K-means clustering algorithm [3]  
to preserve key frames and remove redundant frames for each shot. 
According to the essential working principle in developing WCE-VS, 
our proposed method is termed as WCE-VS-SNN-SVM for clear and 
concise presentation in this paper. 

The rest of the paper is organized as follows. Section II describes 
the feature extraction based on Siamese neural network. Section III 
presents the shot segmentation by a linear SVM classifier. Section IV 
describes key frame extraction procedure via an adaptive K-means 
clustering algorithm. Then, experiments and performance analysis are 
presented in Section V. Section VI concludes the paper.  

II. FEATURE EXTRACTION BASED ON SIAMESE NEURAL 

NETWORK 

Our designed Siamese neural network (SNN) is similar to the one 
used in [9]. It consists of two deep convolutional neural networks 
(CNN) and a loss layer [10] and its diagram is shown in Fig. 2. In 
SNN, the two CNNs share the same parameters W and they are taken 
as feature extractors (CNNFE) [11]. According to the outputs of the 
two CNNFEs, the loss value is calculated in the loss layer for training 
the whole Siamese neural network. Our goal is to get the well-learned 
CNNFE being able to extract high-level semantic features of each 
WCE frame, after the training procedure of SNN. 

For Fig. 2, the inputs are the training pairs of WCE frames and the 
binary label of the pairs, denoted as {Xi, Xi�¶, Yi}(in
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Fig. 3. The Euclidean distances of 10000 simialr and dissimilar WCE pairs in 

our learning-based feature space. Red circle (o) indicates the Euclidean 

distance generated from similar pair while blue cross (+) denotes that from 
dissimilar pair. 

solution W* iteratively [13]. The gradient can be calculated by back-
propagation algorithm through the loss, and the total gradient is the 
sum of the contributions from two CNNFEs [9]. The optimal value of 
the loss function would converge to a small and stable value, 
indicating the Siamese neural network has been trained properly. After 
the training process, the optimal parameters W* of the CNNFE is 
learned. Then, for any input Xi to the CNNFE, its corresponding 
feature is generated as:  

  (6) 

where Feai∈�*
 p

7 is the generated feature of the WCE frame Xi, 

p7
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Fig. 6. The training loss with different learning rates. 

TABLE II.  THE ACCURACY OF SIMILARITY JUDGMENT BY THE LINEAR 

SVM CLASSIFIER. 

Cross validation DataSet1 DataSet2 DataSet3 Average 

Training accuracy rate 100.00% 99.99% 99.99% 99.99% 

Testing accuracy rate 95.18% 94.63% 94.69% 94.83% 

 

TABLE III.  THE F-MEASURE RESULT COMPARISON. 

Clips 

CCT-MRFE-

RMR 
WCE-RIE 

WCE-VS-SNN-

SVM 

F-measure F-measure F-measure 

Clip1 62.82% 73.40% 84.30% 

Clip2 83.26% 90.12% 85.33% 

Clip3 70.19% 83.57% 90.39% 

Clip4 70.66% 79.61% 82.14% 

Clip5 64.45% 83.02% 81.59% 

Average 70.28% 81.94% 84.75% 

Variance 0.65% 0.37% 0.12% 

TABLE IV.  THE CR RESULT COMPARISON. 

Videos 
Total 

number of 

frames 

CCT-MRFE-

RMR 
WCE-RIE 

WCE-VS-

SNN-SVM 

CR CR CR 

Video1 38421 88.31% 79.17% 86.13% 

Video2 35403 83.57% 81.37% 84.72% 

Video3 44173 87.09% 79.94% 84.25% 

Average 86.32% 80.16% 85.03% 

TABLE V.  THE COMPUTATION TIME RESULT COMPARISON. 

Method 
Training 

time 

The time of VS 

Video1 Video2 Video3 Speed 

CCT-MRFE-
RMR 

--- 2002s 1872s 2758s 0.056s/frame 

WCE-RIE --- 81070s 72511s 91494s 2.077s/frame 

WCE-VS-

SNN-SVM 

SNN SVM 
568s 533s 651s 0.015s/frame 

150m 245s 

 

 

 / ( ); / ( )Recall TP TP FN Precision TP TP FP� �� � ��  (12) 

 -measure=2( )/( )F Recall Precision Recall Precision� u � � (13) 

 /redundant totalCR N N�  (14) 

 CT train VST T T�  � � (15) 

where true positive (TP) is the quantity of correct matches between the 
ground truth and the VS method. False negative (FN) is the number of 
frames which are in the ground truth but not in the result by the VS 
method. In contrast, False positive (FP) is the number of frames which 
are in the video summarization results but not in the ground truth [3]. 
Nredundant is the amount of redundant WCE frames VS method yields. 
Ntotal denotes frames quantity in the WCE video. TCT is computation 

time of the method, and it contains the time of training the model Ttrain 
and the time of video summarization TVS. 

The comparative methods are CCT-MRFE-RMR [1] and WCE-
RIE [3], aiming at making video summarization on WCE videos. Both 
of the two methods use the hand-crafted features and threshold-based 
similarity judgment method. But CCT-MRFE-RMR set a fixed 
threshold through a large number of experiments, and WCE-RIE 
proposes a data-driven method to set threshold adaptively. The 
performance of these WCE video summarization methods are 
described as follows. 

Comparison of F-measure: We construct 5 WCE video clips, 
and there are 500 consecutive frames in each clip. 
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Fig. 7. The results of different VS methods on one public video where just 

sudden shot transitions exist (informative frames are marked on green box, 

redundant frames are marked on red box). 

same scene. Therefore, instead of the adaptive K-means clustering 
method in WCE-VS-SNN-SVM for key frame extraction, we simply 
select the frame nearest to the centroid of each shot as key frame. 
However, as described in Section III, the shot segmentation algorithm 
in our proposed method is specially designed for WCE videos where 
just sudden shot transitions exist. Thus WCE-VS-SNN-SVM has 
limits on the videos which have gradual shot transitions. For the public 
videos where just sudden shot transitions exist, WCE-VS-SNN-SVM 
still performs effectively. As shown in Fig. 7, the results of our 
proposed method WCE-VS-SNN-SVM contains more informative 
frames than that of DT and VSUMM, and less redundant frames than 
that of OVP.  

VI. CONCLUSIONS 

In this paper, we propose a learning-based WCE-VS method 
based on SNN and a linear SVM classifier. By using a large amount 
labeled pairs of similar and dissimilar WCE frames as training dataset, 
Siamese neural network is trained to learn high-level semantic 
features which are suitable for discriminating the similarity. 
According to the Euclidean distances of such labeled pairs in feature 
space, a linear SVM-based binary classifier is trained for similarity 
judgment without any threshold, which is used to make shot 
segmentation. Lastly, for removing redundant frames in each shot, an 
adaptive K-means clustering algorithm is employed to preserve key 
frames, based on the well-learned SNN and SVM. Extensive 
experiments prove the effectiveness and efficiency of our method on 
WCE videos and such public videos where just sudden shot transitions 
exist.  

In the future work, we will try to consider more effective shot 
detection methods to improve the extensibility of our proposed 
method on public videos. 
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