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ABSTRACT

For existing mainstream visual object counting (VOC) methods, training data insufficiency will lead to significant performance degradation. To address this challenge, we propose a novel sparsity-constrained example-based VOC method. Given a test image, its counts are estimated by integrating over its density map, and our method will predict such density map based on patch using training examples. Specifically, image patches and their counterpart density maps generated from annotated training images share similar local geometry on manifolds. Such local geometry can be captured by locally linear embedding (LLE) only when data are well-sampled. However, training data are poorly sampled due to their insufficiency. To handle this problem, we impose sparsity on the local optimization based on LLE, where the chosen examples favor the similar structure of input patches. Extensive experiments on public datasets demonstrate the effectiveness and competitiveness of our method by using simple features and a few training images.

Index Terms—visual object counting, example-based, locally linear embedding, sparsity constraint, nearest neighbors

1. INTRODUCTION

Visual object counting (VOC) is to estimate the quantity of objects in the image or video. It is a highly demanded real-world application and can be widely applied to various fields like wildlife census, crowd analysis, traffic surveillance, etc. VOC is full of challenges as the objects of interest often overlap with each other. It is difficult for conventional object detection based VOC methods to make a fairly good prediction under such circumstances. These methods cast the original counting problem as the individual object detection, which is also a difficult task to solve when objects get crowded.

To handle crowded scenes in VOC problem, so far, most mainstream VOC methods are based on global regression and object density estimation in a supervised way. For global regression-based VOC (GR-VOC) methods [1, 2, 6-8], they devoted to learning an effective mapping between the global features extracted from images and their corresponding counts. Usually such features fuse many well-designed low-level characteristics like segment features, edge features, etc [6]. And the mapping is learnt by miscellaneous regression algorithms such as ridge regression (RR) [1], Gaussian process regression (GPR) [6], etc. For object density estimation based VOC (DE-VOC) methods [3, 7, 9], they do the counting by estimating an image density whose integral over any image region yields the object counts within that region [3]. Lempitsky firstly proposed such DE-VOC through pixel-wise object density map regression. Zhou extended Lempitsky’s work by making it practical for arbitrary objects and scenes [9], and Fiaschi applied random regression trees to improve training efficiency [7]. Given sufficient training images, GR-VOC and DE-VOC are both effective.

However, manually annotated training images are often insufficient in real application. This happens when VOC is applied to a new unseen scene because the annotation of training data is time and labor consuming. Under such conditions, both GR-VOC and DE-VOC face the significant degradation on performance. To address this challenge, we propose a sparsity-constrained example-based VOC (ASE-VOC) method by estimating the object density over the generalization of a few training images. Specifically, our method is motivated by manifold learning, especially locally linear embedding (LLE) [10, 11]. From the observation (Figure 1) that images in the datasets we use share high similarity with their counterpart density maps on object shapes and distribution in spatial space, which suggests the reasonable assumption that the manifold of patches extracted from images share similar local geometry with the manifold of their corresponding patches extracted from counterpart generated density maps in two feature spaces. For LLE, such local geometry can be well characterized by the relationship between feature vectors in the same neighborhood with well-sampled data, and the object density map can be reconstructed by preserving such local geometry. In order to compute local geometry with under-sampled data, a quadratic program constrained by locality and sparsity simultaneously is formulated. Considering its efficient solution, we develop an algorithm called approximated sparsity-constrained example-based VOC (ASE-VOC) method. The pipeline of ASE-VOC is shown in Figure 2.
The rest of paper is organized as follows: in Section 2, we elaborate the problem formulation of SE-VOC and propose an effective and efficient method to solve it; Section 3 presents solid experiments and experimental analysis both on cell and pedestrian data; Section 4 concludes our work and future plan.

2. METHOD

2.1. Ground truth density map for training

Following the work in [3, 9], our method demands a set of \(N\) training images \(I_1, I_2, \ldots, I_N\). For each image \(I_i (1 \leq i \leq N)\), all objects presented in it are assumed to be annotated with a set of 2D points \(P_i\). So the ground truth density function for every pixel \(p \in I_i\) is defined as a sum of 2D Gaussian kernels based on the annotated points:

\[
F_i^o(p) = \sum_{P \in P_i} N(p; P, \delta^2) \tag{1}
\]

where \(P\) is a user-annotated dot and \(\delta\) is the smoothness parameter. \(\delta\) is set to 3 for all experiments in Section 3. With the definition in Eqn. (1), the ground truth density map \(I_i^d\) of training image \(I_i\) is defined as

\[
\forall p \in I_i, I_i^d(p) = F_i^o(p) \tag{2}
\]

Some instances of \(I_i^d\) are displayed in Figure 1.

With the density map \(I_i^d\), the object count \(c(I_i)\) can be computed by integrating over the density map

\[
c(I_i) = \sum_{p \in I_i^d} I_i^d(p) \tag{3}
\]

For our method, training data are desired in patch form. Consequently, a set of image patches \(Y = \{y_1, y_2, \ldots, y_M\} (y_i \in \mathbb{R}^{n \times 1})\) are extracted from the training images \(I_i, i \in \{1, 2, \ldots, N\}\), and the density maps set \(Y^d = \{y_1^d, y_2^d, \ldots, y_M^d\}\) of corresponding patches are extracted from \(I_i^d, i \in \{1, 2, \ldots, N\}\). All patches from \(Y\) and \(Y^d\) can be seen as feature vectors in two feature spaces, respectively. By using Eqn. (3) with \(y_i^d\), the object count \(c(y_i)\) of every image patch \(y_i\) can be computed.

2.2. Formulation of example-based VOC

The main objective for GR-VOC and DE-VOC is to learn the mappings \(F: g(I_i) \rightarrow c(I_i)\) and \(G: h(I_i) \rightarrow I_i^d\), respectively, where \(g\) is usually a fused features extractor and \(h\) is a dense features extractor. Different from GR-VOC or DE-VOC methods, we learn to estimate the density of input image patch over the generalization of a few images. As assumed that two manifolds, which are formed by image patches and their counterpart density maps respectively, share the similar local geometry. Inspired by LLE, such local geometry of a feature vector can be characterized by how the feature vector can be linearly reconstructed by its neighbors. For example, given a test image patch \(x\) with unknown density, we compute its reconstruction weights of its neighbors chosen from \(Y\) by minimizing the reconstruction error. Then the density map \(x^d\) can be estimated by applying the reconstruction weights to the density maps of neighboring patches from \(Y^d\). In VOC, we name this method as example-based VOC (E-VOC). Similar to the formulation in [10, 11], E-VOC can be modeled as:

\[
\forall i \in \{1, 2, \ldots, K\}, w_i^* = \arg \min_{w_i} ||x - \sum_{y_i \in Y} w_i \tilde{y}_i||^2_2 \tag{4}
\]

\[
s.t. \quad \forall y_i \in \tilde{Y}, D(f(x), f(y_i)) \leq \varepsilon; \quad \forall y \in Y - \tilde{Y}, D(f(x), f(y)) \geq \varepsilon; \quad \sum_{i=1}^{K} w_i = 1 \tag{5}
\]

\[
x^d \approx \sum_{y_i^d \in Y^d} w_i^* \tilde{y}_i^d \tag{6}
\]

where \(\tilde{Y}\) is a training patch subset formed by the \(K\) nearest neighbors of \(x\) from \(Y\), and \(\tilde{y}_i\) is a training patch belonging to \(\tilde{Y}\). \(D(\cdot, \cdot)\) is a geometrical features extractor. \(\varepsilon > 0\) and its value ensures that \(\tilde{Y}\) only contains \(K\) elements, which suggests constraints in Eqn. (5) are intended to choose \(K\) nearest neighbors of \(x\) from \(Y\) to form \(\tilde{Y}\). \(D(\cdot, \cdot)\) is a similarity measurement function. \(\tilde{y}_i^d\) is the density map of \(\tilde{y}_i\).

In E-VOC, Eqn. (5) defines the neighborhood of \(x\). With the neighbors in that neighborhood, Eqn. (4) obtains the local geometry of \(x\), and Eqn. (6) reconstructs the target density map \(x^d\) by preserving such local geometry.

As its constrained least squares form, Eqn. (4) has an analytic solution \((K < n)\) and \(w_i\) can be solved efficiently. The implementation of constraints in Eqn. (5) is usually realized by K-nearest-neighbors (KNN) algorithm.

2.3. Sparsity-constrained example-based VOC (SE-VOC)

E-VOC can work well with a few training images, but its results are unstable and not accurate enough compared with GR-VOC and DE-VOC. It is caused by the following two factors: 1) when the training data are sampled sufficiently, E-VOC works well but its performance is affected by the neighborhood size. Such neighborhood size is preset by adjusting \(\varepsilon\) or \(K\). As the Figure 3 illustrated, if \(K\) is too small, neighbors selected are not enough to characterize the local
Fig. 3. The illustration of the impact about the number of neighbors K on reconstruction process. Solid Circles filled with same colors are of same geometry, different colors are of different geometries. (a) K is too small; (b) K is large; (c) automatic selection based on sparsity constraint.

Fig. 4. The distribution about the quantity of image patches (patch size: 4 x 4, step size: 2) according to their counts (computed by their density maps) extracted from 32 randomly chosen images of (a) cell [3], (b) UCSD [6], (c) Mall [1] datasets.

geometry (Figure 3(a)); on the contrary, E-VOA tends to select neighbors with different geometries, thus it cannot capture the desired local geometry for reconstructing the density map (Figure 3(b)).

2) Our statistics on datasets used shows that the distribution about the quantity of image patches is highly sparse and imbalanced based on their counts. Thus nearest neighbors would fail to depict the local geometry. Just as illustrated in Figure 4, the higher the count value (also can be viewed as object density) is, the fewer the quantity of patches will be, so the amount of object-crowded regions in datasets are limited, which means object-crowded regions are under-sampled. According to [10, 12], LLE only works when data are well-sampled. Therefore, it is hard to ensure that E-VOA deriving from LLE can capture local geometry of the input patch under such circumstances (which is similar to Figure 3(b)).

To address the problems caused by these two factors, inspired by the properties of sparsity and its applications in manifold learning [12-14], we improve the model in Eqns. (4)-(5) by imposing the locality and sparsity simultaneously on searching neighbors. This will encourage opting nearby feature vectors of input one as fewer as possible with the same or similar geometry in feature space (Figure 3(c)). Through the improved model, we can learn proper local geometry with under-sampled data and avoid specifying the neighborhood size at the same time.

Specifically, we reformulate the optimization problem in Eqn. (4)-(5) by constraining sparsity on neighbors selection as:

$$\min \|x - Yw\|_2^2 \text{ s.t. } \|d[w]_+\|_2^2 \leq \varepsilon, \|w\|_0 \leq t, 1^Tw = 1$$

where

$$w = [w_1, w_2, ..., w_M]^T$$

d = [D(f(x), f(y_1)), D(f(x), f(y_2)), ..., D(f(x), f(y_M))].$$

Its equivalent formulation in Lagrange multipliers form is:

$$\min \|x - Yw\|_2^2 \text{ s.t. } \|d[w]_+\|_2^2 \leq \varepsilon, \|w\|_1 \leq t, 1^Tw = 1$$

Its equivalent formulation in Lagrange multipliers form is:

$$\min \|x - Yw\|_2^2 \text{ s.t. } \|d[w]_+\|_2^2 \leq \varepsilon, \|w\|_1 \leq t, 1^Tw = 1$$

where $\lambda_1$ and $\lambda_2$ are the regularization coefficients for trading off locality and sparsity. Second term enforces choosing nearby vectors while third term enforce the sparsity in selecting potential candidates. The sparsity constraint evade the decision on the neighborhood size by using neighbors as fewer as possible, and it favors the neighbors with similar structure. With the joint constraint of locality and sparsity exerted by second and third term, respectively, the selected neighboring candidates prefer to share the same or similar geometry with the input patch $x$.

2.4. Approximated SE-VOA for computational efficiency

The SE-VOA tries to select few local training patches to reconstruct input patch, but Eqn. (9) does this work in the whole example space (spanned by elements in $Y$), which is quite time-consuming. Inspired by [10, 11, 16], an efficient implementation of SE-VOA (ASE-VOA) is developed through solving locality and sparsity respectively to estimate the candidates and reconstruction weights. In order to avoid solving Eqn. (9) directly, we first choose the $K$ nearest neighbors (Here $K > t$ for sparse representation of $w$) of input patch from training examples as the local dictionary $D_Y$ and then solve the sparse weights $w$ as:

$$w^* = \arg \min_w \|x - D_Yw\|_2^2 + \lambda_1 \|d[w]_+\|_2^2 + \lambda_2 \|w\|_1 \text{ s.t. } 1^Tw = 1$$

where $w = [w_1, w_2, ..., w_K]^T$.

Although in this way locality and sparsity do not work simultaneously, the dictionary $D_Y$ constructed by a relatively larger size of the neighborhood has exerted local constraint on the final sparse solution. Therefore, the result calculated by ASE-VOA is similar to that of SE-VOA but with higher computational efficiency.

The classical setting of $K$ in KNN is $K = 5$ or more or less. Here a larger $K = 128$ or more is set to ensure the sparseness of $w$. During the count estimation of an image, the most computational cost process in our proposed method is the searching part. For the acceleration of this part, KD-Tree structure has been applied for the lower complexity $O(K \cdot \log M)$. As ASE-VOA can individually tackle multiple image patches simultaneously, a parallel version is constructed for further acceleration.

The complete ASE-VOA algorithm is summarized as following Algorithm 1. It also has been illustrated in Figure 2.
Algorithm 1 (ASE-VOC)

Input: test image $X$, training examples sets $Y$ and $Y^d$
Output: the density map $X^d$, the estimated count $c(x)$

1: For each input patch $x_{ij}$ extracted by $P_{ij}$ in test image $X$, where $P_{ij}$ is a projection matrix that extracts the $(i,j)$th patch from $X$
   - Find the candidates set $D_{ij} = \{y_{i1}, y_{i2}, ..., y_{ik}\}$, $D_{ij} \subseteq Y$, whose elements are the most similar $K$ patches compared with $x_{ij}$ based on the $D(.)$ and $f(.)$. The counterpart density maps set $D^d_{ij} = \{y^d_{i1}, y^d_{i2}, ..., y^d_{ik}\}$ is formed from $Y^d$ according to $D_{ij}$.
   - Find the final selected examples and their corresponding weights $w$ by using the orthogonal matching pursuit [17] to solve Eqn. (10).
   - Compute the density map patch: $x^d_{ij} = D^d_{ij}w$. Put $x^d_{ij}$ into the $X^d$ based on $P_{ij}$.
2: Get the estimated density map of $X$: $X^d$, and the estimated count of $X$: $c(X) = \sum_{p \in X^d} X^d(p)$.

2.5. The definition of neighborhood

In our proposed ASE-VOC method, it is noted that local geometry of a feature vector is computed in its neighborhood. Hence, neighborhood has a significant impact on the estimation result. Such neighborhood is defined by the distance metric $D(.)$ and geometric feature extractor $f(.)$ as Algorithm 1 describes. Because $f(.)$ simply uses raw data or foreground features in our experiments, we focus more on $D(.)$.

The distance metric $D(.)$ measures the similarity of two different patches and then defines the neighborhood of the input patch. As shown in Figure 4 that the data we use are sparse and imbalanced, it is difficult for metric learning [18] to learn an appropriate distance metric that generalizes well to unseen test data, so we consider three commonly used distance metrics:

**Euclidean distance metric.** It (also known as $L_2$-norm) yields a generalized similarity involving the influence of all dimensions of feature vectors.

**Manhattan distance metric.** It (also known as $L_1$-norm) is more robust and less sensitive to outliers compared with Euclidean distance metric, which has been demonstrated in [19, 20].

**Chebyshev distance metric.** It (also known as $L_{\infty}$-norm) is preferred when dealing with strict match between features because it use the maximum difference of each dimension as the dissimilarity. Thus it ensures that similar feature vectors have quite close values in each dimension.

In our paper, the proposed ASE-VOC with these three distance metrics has their own advantages under different conditions. The experiments in Section 3.4 will illustrate it.

3. EXPERIMENTAL RESULTS

In order to validate the effectiveness of our proposed ASE-VOC method under the circumstances of a small amount of training images and simple features, we conduct experiments on three public benchmark datasets, including microscopy images about bacterial cells [3], UCSD [6] and Mall [1] pedestrian datasets. For ASE-VOC method, unless otherwise specified, only 16 images are chosen randomly from training set for providing examples, and related results are computed on average from 5 different draws of training set.

![Fig. 5. The cell density maps. (a) original cell image; (b) density map(ground truth); (c) Lempitsky’s; (d) ours.](image)

![Fig. 6. The pedestrian density maps. The first row is about UCSD and the second is about Mall dataset. (a) original surveillance image; (b) difference image(ground features); (c) density map(ground truth); (d) ours.](image)

![Fig. 7. Mean absolute error (left) and mean square error (right) computed by 5 different draws of training using different distance metrics and various size of training set.](image)

3.1. Bacterial cell dataset

This dataset comprises 200 vivid synthetic bacterial cell images. Every image contains $171 \times 64$ cells. The image size is $256 \times 256$ with RGB three color channels, but only blue channel has useful information. For evaluation of state-of-art methods and our proposed one on this dataset, the first 100 images are used for training and the remaining ones are for validation. For 5 different random subsets consisting of $N (N = 1, 2, 4, ..., 32)$ images from training set, mean absolute errors and their standard deviations would be calculated. As we adhered to the experimental protocols in [3], the performance of presented methods [3] can be directly comparable.

For our proposed ASE-VOC method, the patch size is set to $4 \times 4$; either for training or validation, patch step is set to 2. The number of nearest neighbors $K$ is set to 128 and the maximum sparsity $t$ is set to 5. The used features are just raw data extracted from blue channel of images.

The results are shown in Table 1. Compared with the classical detection based or GR-VOC methods, our method gives better results with no matter what the size of training samples is, and converges fast with the increasing number of training images; Compared with the Lempitsky’s DE-VOC method, our method offers more accurate estimation even with 1 or 2 training samples, and provides competitive result when training set grows. From Figure 5, it
is obvious that the density map generated by our method is more similar to the ground truth compared with Lemptisky’s. It is noted our method just used simple raw data as the features. The mean absolute errors (MAE) produced by E-VOC ($K$ is set to 5) method suddenly drops with $N = 4$ and then rises with $N = 8$ in Table 1, which proves the unstability caused by under-sampled data and a fixed number of nearest neighbors. In comparison, our ASE-VOC (with $L_\alpha$-norm) offers a more stable and accurate estimation.

3.2. UCSD dataset

This dataset consists of 2000 sequential frames extracted from UCSD video captured by hand-held camera. The video frame is of size $238 \times 158$, and it contains $29 \pm 9$ pedestrians on average.

The experimental setting follows that in [6] and frames from 601-1400 are used as training data and the rest is for testing. The features used by comparative algorithms are referred in [8].

The parameter setting of our ASE-VOC method is the same as that used in Section 3.1. Considering the computational cost, we scale down the image size to $116 \times 76$. The results in Table 3 prove the competitiveness of our method (ASE-VOC with $L_\alpha$-norm) compared with mainstream GR-VOC methods even with fewer training samples and simple foreground features.

We also compare ASE-VOC with GR-VOC and DE-VOC methods following the experimental setting in [3]. It splits into 4 different training and testing sets: 1) ‘maximal’: training on frames 600:5:1400; 2) ‘downscale’: training on frames 1205:5:1600; 3) ‘upscale’: training on frames 805:5:1100; 4) ‘minimal’: training on frames 640:803:1360. The frames do not show in training procedure would be tested. The related results are displayed in Table 2. It is clear from Table 2 that our method is comparable to state-of-arts with $L_\alpha$-norm. Especially in ‘minimal’ training set, our method outperforms other algorithms with only 10 training images and simple foreground features.

The density maps produced by our method in Figure 6 also demonstrate the intrinsic similarity between the original image and its density map in spatial space (Figure 6(d)).

3.3. Mall dataset

Mall dataset is recorded by surveillance camera in a shopping mall, where background is quite complicated with varied illumination conditions [1]. The mall video has 2000 frames with size of $640 \times 480$ and has $33 \pm 20$ pedestrians per frame on average.

We adhered to the protocols used in [1]: the first 800 frames are for training and the rest ones for testing. The features used by comparative algorithms are referred in [8]. The parameter settings are also the same as those used in Section 3.1 except the image size is $480 \times 336$.

### Table 1. Mean absolute errors (MAE) for cell counting

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature</th>
<th>Validation</th>
<th>N=1</th>
<th>N=2</th>
<th>N=4</th>
<th>N=8</th>
<th>N=16</th>
<th>N=32</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR [1]</td>
<td>(1)</td>
<td>counting</td>
<td>67.3±25.2</td>
<td>37.7±14.0</td>
<td>16.7±3.1</td>
<td>8.8±1.5</td>
<td>6.4±0.7</td>
<td>5.9±0.5</td>
</tr>
<tr>
<td>KRR [4]</td>
<td>(1)</td>
<td>counting</td>
<td>60.4±16.5</td>
<td>38.7±17.0</td>
<td>18.6±5.0</td>
<td>10.4±2.5</td>
<td>6.0±0.8</td>
<td>5.2±0.3</td>
</tr>
<tr>
<td>detection [3]</td>
<td>(2)</td>
<td>counting</td>
<td>28.0±20.6</td>
<td>20.8±5.8</td>
<td>13.6±1.5</td>
<td>10.2±1.9</td>
<td>10.4±1.2</td>
<td>8.5±0.5</td>
</tr>
<tr>
<td>detection [3]</td>
<td>(2)</td>
<td>detection</td>
<td>20.8±3.8</td>
<td>20.1±5.3</td>
<td>15.7±2.0</td>
<td>15.0±0.4</td>
<td>11.8±3.1</td>
<td>12.0±0.8</td>
</tr>
<tr>
<td>density learning [3]</td>
<td>(1)</td>
<td>MESA</td>
<td>9.5±6.1</td>
<td>6.3±1.2</td>
<td>4.9±0.6</td>
<td>4.9±0.7</td>
<td>3.8±0.2</td>
<td>3.5±0.2</td>
</tr>
<tr>
<td>E-VOC ($L_\alpha$-norm)</td>
<td>(3)</td>
<td>Counting</td>
<td>20.5±11.8</td>
<td>5.5±1.1</td>
<td>4.4±0.6</td>
<td>5.2±0.6</td>
<td>5.0±0.2</td>
<td>4.8±0.5</td>
</tr>
<tr>
<td>ASE-VOC ($L_\alpha$-norm)</td>
<td>(3)</td>
<td>Counting</td>
<td>7.6±2.1</td>
<td>6.6±2.6</td>
<td>5.6±1.5</td>
<td>4.4±0.2</td>
<td>4.5±0.6</td>
<td>3.6±0.1</td>
</tr>
<tr>
<td>ASE-VOC ($L_\alpha$-norm)</td>
<td>(3)</td>
<td>Counting</td>
<td>7.0±3.3</td>
<td>4.9±1.3</td>
<td>4.8±1.5</td>
<td>4.5±0.6</td>
<td>4.3±0.3</td>
<td>4.2±0.4</td>
</tr>
<tr>
<td>ASE-VOC ($L_\alpha$-norm)</td>
<td>(3)</td>
<td>Counting</td>
<td>8.1±3.6</td>
<td>5.9±0.9</td>
<td>4.9±1.1</td>
<td>4.8±0.7</td>
<td>3.9±0.3</td>
<td>3.6±0.1</td>
</tr>
</tbody>
</table>

(1) Dense SIFT+Bag of words; (2) Dense SIFT; (3) Raw data (extracted from blue channel)

### Table 2. Mean absolute errors (MAE) on UCSD dataset (Fea: Features)

<table>
<thead>
<tr>
<th>Method</th>
<th>Fea</th>
<th>max</th>
<th>down</th>
<th>up</th>
<th>min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression [2]</td>
<td>(1)</td>
<td>2.07</td>
<td>2.66</td>
<td>2.78</td>
<td>N/A</td>
</tr>
<tr>
<td>Regression [5]</td>
<td>(1)</td>
<td>1.8</td>
<td>2.34</td>
<td>2.52</td>
<td>4.46</td>
</tr>
<tr>
<td>Density+MESA [3]</td>
<td>(1)</td>
<td>1.7</td>
<td>1.28</td>
<td>1.59</td>
<td>2.02</td>
</tr>
<tr>
<td>Density+RF [7]</td>
<td>(1)</td>
<td>1.7</td>
<td>2.16</td>
<td>1.61</td>
<td>2.2</td>
</tr>
<tr>
<td>ASE-VOC ($L_\alpha$-norm)</td>
<td>(2)</td>
<td>2.01</td>
<td>2.32</td>
<td>2.48</td>
<td>1.82</td>
</tr>
</tbody>
</table>

(1) Fused features (difference image + raw data + gradient image) + feature selection; (2) Foreground features.

### Table 3. Crowd counting performance comparison (TrN: the number of training images; Fea: Features)

<table>
<thead>
<tr>
<th>Method</th>
<th>TrN</th>
<th>Fea</th>
<th>UCSD</th>
<th>Mall</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR [1]</td>
<td>800</td>
<td>(1)</td>
<td>2.25</td>
<td>7.82</td>
</tr>
<tr>
<td>KRR [4]</td>
<td>800</td>
<td>(1)</td>
<td>2.16</td>
<td>7.45</td>
</tr>
<tr>
<td>GPR [6]</td>
<td>800</td>
<td>(1)</td>
<td>2.24</td>
<td>7.97</td>
</tr>
<tr>
<td>CA-RR [8]</td>
<td>800</td>
<td>(2)</td>
<td>2.07</td>
<td>6.86</td>
</tr>
<tr>
<td>ASE ($L_\alpha$-norm)</td>
<td>16</td>
<td>(3)</td>
<td>3.46</td>
<td>16.70</td>
</tr>
<tr>
<td>ASE ($L_\alpha$-norm)</td>
<td>16</td>
<td>(3)</td>
<td>2.35</td>
<td>8.4</td>
</tr>
</tbody>
</table>

(1) Fused features (segment features + internal edge features + texture features); (2) Cumulative attributes; (3) Foreground features.

down scaled to $160 \times 120$. The comparative results are reported in Table 3. It is noted that with fewer samples and simple foreground features, our method outperforms mainstream GR-VOC methods both on mean absolute error (MAE) and mean square error (MSE) with $L_1$-norm.

3.4. The impact of training size and distance metric

In this part, the impact of the size of training set and similarity measurement $D(\cdot)$ is evaluated. Part of results have been shown in Table 1 on the cell dataset. It is clear that with the increase of training samples, the MAE descends steadily with different $D(\cdot)$ for ASE-VOC.

Among the tested distance metrics, using Euclidean distance gets lowest MAE when $N=1$ or $N=2$, but its potential prediction ability is limited compared with Manhattan and Chebyshev distance when the amount of training images is increasing. In our analysis, the image structure in cell dataset is simple, and Euclidean distance offers more generalized similar candidates, hence it performs better than others when $N$ is extremely small. In general, Chebyshev distance ($L_\infty$-norm) performs best for cell data considering both accur-
acy and stability.

For pedestrian data in Mall, related results are displayed in Figure 7. Experimental setting is the same as that in Section 3.3. It is noted that Manhattan distance ($L_1$-norm) achieves best result overall. The estimation error gradually decreases with the incline of the training set size. The result produced by Chebyshev distance is close to Manhattan distance. But it may be unstable when the training set size is larger than 4, the estimation error grows as the training set size does. In our analysis, it could be caused by the fact that the environment in Mall dataset is more complicated than cell or UCSD, strict matching offered by Chebyshev distance may cause overfitting, and its probability would boost when training samples grow rapidly. To alleviate it, a larger neighborhood size may be helpful.

4. CONCLUSION AND FUTURE WORK

We have developed an efficient sparsity-constrained example-based method to estimate the object counts in an image. It uses similar local geometry shared between two manifolds of image patches and their counterpart density maps to reconstruct the density map. As ASE-VOC uses the generalization over training samples, fewer training data are demanded compared with mainstream methods. Intensive experiments prove the effectiveness of our method even with simple features on a few training images, and its robustness against the resolution of test images.

In future work, we will study on the effects of employing different image features and similarity measurements on the performance of ASE-VOC method. To further reduce the computational complexity, more efficient search algorithms such as approximated-nearest-neighbors will be investigated.
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