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Abstract
Speech emotion recognition (SER) is a challenging task due to its difficulty in finding proper representations for emotion embedding in speech. Recently, Convolutional Recurrent Neural Network (CRNN), which is combined by convolutional neural network and recurrent neural network, is popular in this field and achieves state-of-art on related corpus. However, most of work on CRNN only utilizes simple spectral information, which is not capable to capture enough emotion characteristics for the SER task. In this work, we investigate two joint representation learning structures based on CRNN aiming at capturing richer emotional information from speech. Cooperating the handcrafted high-level statistic features with CRNN, a two-channel SER system (HSF-CRNN) is developed to jointly learn the emotion-related features with better discriminative property. Furthermore, considering that the time duration of speech segment significantly affects the accuracy of emotion recognition, another two-channel SER system is proposed where CRNN features extracted from different time scale of spectrogram segment are used for joint representation learning. The systems are evaluated over Atypical Affect Challenge of ComParE2018 and IEMOCAP corpus. Experimental results show that our proposed systems outperform the plain CRNN.

Index Terms: speech emotion recognition, convolutional recurrent neural network, joint representation learning

1. Introduction
Perception of emotional states of interlocutors plays an important role in the human social interaction, so does it for human computer interaction. As a fundamental modality of human communication, emotion recognition from speech is particularly important for the computer to analyze the human user’s emotional state and respond to it accordingly [1]. In a new era of artificial intelligence, speech emotion recognition (SER) has become an active research area.

Human speech carries complex information. It contains not only linguistic message, but also many attributes of the speaker such as gender, age and identity. How to separate emotion information from them and find proper representations for emotion has been a great challenge for the SER task [2].

SER has been studied since 1980’s [3]. The mainstream for speech emotion feature extraction can be classified into two categories. One is the traditional method using handcrafted low-level descriptors (LLDs) and high-level statistic functionals (HSFs) for the feature extraction [4]. LLDs describe speech characteristics in a very short time scale. It mainly contains prosodic, spectral and voice quality features, which are often extracted from short speech segment (such as one to two frames). Specifically, common LLDs include fundamental frequency, energy, formants, zero crossing rate, Mel-Frequency Cepstral Coefficients (MFCC), Linear Prediction Cepstral Coefficients (LPCC), shimmer, jitter and so on. Compared with LLDs, HSFs describe the dynamic emotional content throughout a whole speech utterance. HSFs are calculated as statistics of LLDs, such as their mean, maximum, minimum, variance, kurtosis, skewness and so on, which essentially represent the global dynamic variation of LLDs. The other method for SER feature extraction is by the use of Deep Neural Network (DNN). With the success of deep neural networks in computer vision and speech recognition, deep learning based SER has drawn a lot of attention [5]. Among various kinds of deep neural networks, Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) are most commonly used for the SER task and the state-of-art has been achieved on different speech emotion corpus [6] [7]. Research demonstrates that handcrafted features and deep learning features describe the emotion information from different aspects. However, there is still no clear conclusion on the optimal universal feature sets for the SER task.

In this work, we investigate two joint representation learning structures based on CRNN, aiming at capturing richer emotional information from speech. The handcrafted HSFs and CRNN-learned feature describe emotional state of speech from different aspects and complementarity exists between them. Cooperating the handcrafted HSFs with CRNN-learned feature, a two-channel SER system is proposed to jointly learn the emotion-related features with better discriminative property than traditional way. In this system, the two types of features are joined through a hidden layer that projects them into the same representation space. Furthermore, it is noticed that the experimental results of plain CRNN SER system vary a lot with different time durations of the segment, which means the CRNN can learn different contextual emotion representations from various time scales. Keeping this in mind, another two-channel SER system is proposed to capture better contextual characteristics of emotional speech than the previous one. In this system, CRNN features extracted from different time scales of the spectrogram segment are used for joint representation learning.

The performance of systems is evaluated over Atypical Affect Challenge of ComParE2018 and IEMOCAP corpus. Experimental results show that both of our proposed systems outperform the plain CRNN SER system, which confirms their ability to extract robust features for SER task.

The rest of paper is organized as follows. In the next section, related work of deep learning in the field of SER will be introduced. Our proposed methods are explained in section 3.
Experiments will be shown in section 4 and conclusion is drawn in section 5.

2. Related work

DNN has shown superior ability to learn hierarchical high level representations from raw features and performs well in numerous pattern recognition tasks. In the field of SER, DNN is initially used as a classifier which is substituted for other classifiers, e.g., support vector machine (SVM), which is trained on utterance-level statistical features [8]. In the work of [9], DNN is exploited to extract from short-term LLDs the effective emotional features that are fed into other classifiers for emotion recognition, and makes a breakthrough for SER.

It is clear that the information encoded in speech signals is sequential and the RNN is powerful in dealing with sequential data. As a result, RNN has become a common deep learning structure for SER. For example, in [7], authors proposed a RNN based framework with maximum-likelihood learning criterion to model random label sequence of an utterance, which improves the SER recognition accuracy.

Apart from the RNN, CNN is another popular alternative in the field of SER due to its outstanding performance in image related tasks. Much work has been done for investigating its effectiveness in automatically learning affective representations from spectrogram [10][11].

Furthermore, there is a raising tendency to combine the CNN with RNN, which is termed as the CRNN model. With the end-to-end training strategy, we can avoid greedily enforcing the distribution of intermediate layers to approximate that of labels, and more proper representations can be obtained from the final layer. A few recent studies on the CRNN have demonstrated its efficiency in SER [12][13].

3. Proposed method

In this work, the CRNN is used as a base structure to explore the possibility in learning more effective emotional representations from speech. Thus, a plain CRNN SER system is employed as the baseline, upon which two new systems are developed. Firstly, to benefit from the complementarity of handcrafted HSFs, which describe emotional characteristics from another aspect, a two-channel SER system is proposed to learn the joint representation of CRNN-learned feature and HSFs through the neural network. Secondly, to better capture dynamic emotional characteristics of the speech, another two-channel SER system is designed based on the CRNN to integrate features extracted from different time scale of spectrogram segments. The details of abovementioned SER systems are elaborated in the following sections.

3.1. Plain CRNN SER system

Since the CRNN is taken as the main feature extraction network, the SER system composed of plain CRNN is firstly described. On one hand, convolution layers in CNN focus on learning local information of the input. As every point of the feature map derived from convolution layers depends on the multiplication of convolution kernel with the corresponding overlapped region of the input. On the other hand, the RNN with a pooling layer can learn the global representation of the input through complex nonlinear transform between time steps. Therefore, in the SER task, combining CNN and RNN together helps to model subtle local emotion cues and capture contextual emotion information simultaneously.

For the CRNN base structure used in our proposed SER systems, we follow the network proposed by [14] and add more statistic characteristics to the output of RNN by applying the max-pooling and min-pooling. The diagram for plain CRNN SER system is shown in Figure 1.

The network architecture of plain CRNN SER system consists of three parts, where the preceding two parts constitute a CRNN. The first part is a convolutional feature extractor, which takes a spectrogram image representation of a segment of one audio file as input. This feature extractor convolves the input image and pools it in several steps and produces a flattened feature map. Thus, for a speech utterance split into segments in advance, we get CNN-learned feature for every segment. Specifically, for a given utterance denoted as $[s(1), s(2), \ldots, s(T)]$, where $s(t)$ is a segmental spectrogram of original audio input and $T$ is the number of segments, we get a sequence of feature vectors $[c(1), c(2), \ldots, c(T)]$ after the CNN module.

The second part is a RNN, where every time step corresponds to a segment of the original audio input. The RNN can handle various length of input, so no audio inputs clipping or padding is applied. The LSTM structure is chosen for the RNN, which is capable of addressing long-term dependencies existing in the sequential data. The LSTM learns from the sequence of CNN feature vectors $[c(1), c(2), \ldots, c(T)]$ and also outputs a sequence $[r(1), r(2), \ldots, r(T)]$. Then, similar with HSFs calculated on LLDs, statistics of the LSTM’s outputs are computed through pooling layers. In common case, only the average pooling is applied. To get richer statistic information of outputs of LSTM network, we additionally compute maximum pooling and minimum pooling on them and concatenate the resulting pooling vectors $P_{max}, P_{ave}, P_{min}$ together into one vector. The LSTM is set to have 128 units, thus vector $r(t)$,
be formulated as follows:
\[
P_{\text{max}} = (p_{\text{max}}^1, \ldots, p_{\text{max}}^{128}) \quad \text{and} \quad P_{\text{ave}} = \frac{1}{T} \sum_{t=1}^{T} r(t) \quad \text{and} \quad P_{\text{min}} = (p_{\text{min}}^1, \ldots, p_{\text{min}}^{128})
\]
(1)
(2)
(3)

Besides, the subsequent third part of the network comprises two fully-connected layers and one softmax layer that predicts the emotion category. Their size is 128, 32 and 4, respectively.

3.2. Our proposed HSF-CRNN SER system

As we stated before, handcrafted HSFs characterize statistic features of various prosodic, spectral and voice quality features while CRNN only learns from the spectrogram. The two types of features describe emotional state of speech from different aspects and lie in respective feature space. Therefore, the complementarity exists between these two kinds of features. To fully utilize emotional information encoded in speech and extract robust features for SER, the two types of features can be cooperated, which expects better performance. Research has demonstrated that DNN can effectively extract discriminative features that approximate the non-linear dependencies between features in the original set [15]. Hence, the neural network is used to construct a joint representation of handcrafted HSFs and CRNN learned feature. Specifically, through a hidden layer, the two types of features are projected together into the same feature space while dimensionality of the original feature is reduced.

\begin{center}
\textbf{Figure 2: HSF-CRNN SER system}
\end{center}

In our work, a two-channel SER system is proposed to realize the joint representation learning structure. The diagram is shown in Figure 2.

In this SER system, given a speech utterance, it is firstly processed in two parallel channels. In one channel, the spectrogram is computed and then divided into segments. These segments are input to a CRNN network. The CRNN outputs a concatenated pooling vector of size 384 and then one hidden layer of size 128 follows after it. In another channel, the raw waveform is segmented into frames. LLDs are extracted from utterance frames and HSFs are further computed. Three hidden layers map the high-dimensional HSFs successively into feature space of lower dimensions through non-linear transform and output a feature vector in the end. The two feature vectors output from respective channel are concatenated and used as the input to next hidden layer that projects them into a joint feature space. Next, the joint feature representation is passed to one softmax layer to make the classification. The whole system is trained in an end-to-end fashion, learning both to extract joint feature representation and to perform SER task.

3.3. Our proposed Multi-CRNN SER system

In our preliminary experiments on plain CRNN SER system, we found that the time duration of divided spectrogram segment significantly influences the accuracy of emotion recognition, which means that the CRNN can learn different contextual emotion information from different time scale of the spectrogram. Intuitively, the longer duration one spectrogram segment has, the more global feature CRNN can learn from the entire utterance. Meanwhile, due to the multilayer nature of DNN, the deeper layer is hypothesized to represent the raw data in a more abstract way. Motivated by this, we study another joint representation learning structure based on CRNN.

\begin{center}
\textbf{Figure 3: Multi-CRNN SER system}
\end{center}

In this structure, we investigate to add CRNN-learned feature extracted from the longer time scale of spectrogram segment to the deeper layer of a neural network. And joint representation of two CRNN-learned features corresponding to different time scales is extracted through a hidden layer. Diagram of this SER system is shown in Figure 3.

Given a speech utterance, the spectrogram is firstly computed. Then, two sliding windows of different length are applied to the spectrogram respectively, to generate segments of two time scales. Deep features are extracted for each type of spectrogram segments with a CRNN. For the CRNN feature learned from the shorter segment and hence the smaller time scale, two hidden layers of size 128 are employed to learn more abstract representation. Output vector of the last hidden layer is concatenated with CRNN feature learned from the longer segment. Next, a hidden layer of size 128 projects the features concatenated by CRNN features corresponding to different time scales together into one feature space. Finally, one softmax layer is applied to complete the SER task. Similarly, this SER system is also trained in an end-to-end manner.

4. Experiments

We evaluate the above three SER systems over Atypical Affect Challenge of ComParE2018 and IEMOCAP corpus. Experiments show that the two SER systems with joint representation learning structure both outperform plain CRNN SER system.

4.1. Data

The goal of Atypical Affect Challenge is to classify emotion category from angry, happy, sad and neutral. Provided data is
partial audio tracks of the EmotAsS database [16], which contains speech of cognitively impaired subjects. Data has been partitioned into training set, develop set and test set in advance. The whole dataset is extremely unbalanced with much more utterances of neutral category than other three categories.

IEMOCAP database [17] is composed of five sessions from 10 speakers. In each session a pair of actors talk to each other according to given scripts or improvise in a pre-defined situation. We take the same four emotion categories as Atypical Affect Challenge from this database. There are totally 5498 utterances in the extracted dataset, with 1090, 1627, 1704 and 1077 utterances belonging to angry, happy, neutral and sad category, respectively. The experiments are conducted in a speaker-independent manner. Four sessions from 8 speakers are chosen as training data, the remaining one from 2 other speakers as test.

4.2. Experimental setup

In all the experiments, input audio signals are converted into frames using a 25-ms window sliding at 10-ms each time. Log-mel spectrogram is used as the input to CRNN. Firstly, 1024-point short time Fourier transformation is applied to Hamming windowed frame, then 40 log-mel filter banks are applied to compute log-mel spectrogram. For plain CRNN, the size of one spectrogram segment is set to 30 frames and every two adjacent segments has an overlap of 10 frames. Thus, the length of a segment is 315 ms. Research has shown that a speech segment longer than 250 ms can encode sufficient emotion information [18]. For another channel in multi-CRNN SER system, the size of one spectrogram segment is set to 50 frames and the overlap is 25 frames. The corresponding length of a segment is 515 ms.

The CRNN base structure contains two consecutive convolutions with maxpooling following each. Research shows that the full-spectrogram temporal convolution is more favorable for SER [19]. Filter of the full-spectrogram temporal convolution covers the entire spectrogram axis and convolves with input tensor only in the temporal direction. Hence the first convolution layer of CRNN base structure has 30 filters of size 40 × 5. The second convolution layer is set to have 30 filters of size 1 × 3. Both convolution layers are activated by Relu. The two maxpooling layers have a same pooling size of 1 × 3 and a stride of 2.

For the HSF-CRNN SER system, the LLDs and HSFs provided for ComParE2016 challenge are used. The final HSFs contain 6373 features. In the HSF channel, the three hidden FC layers have size of 1024, 520 and 128, respectively. The joint learning FC layer has 32 nodes and the softmax layer has 4 nodes. In the three SER systems, all FC layers are activated by sigmoid function and all networks are trained using the cross entropy as the objective function.

4.3. Experimental results

To measure the performance, the weighted accuracy (WA) and unweighted accuracy (UA) are reported on IEMOCAP corpus. Due to the unbalanced distribution of EmotAsS dataset in Atypical Affect Challenge, UA is used as the primary criterion for it.

A summary of the SER results given by different systems on IEMOCAP corpus is presented in Table 1. The multi-CRNN SER system achieves WA of 57.53% and UA of 58.06%, which are both higher than the plain CRNN system. Furthermore, the HSF-CRNN system improves the accuracy to 60.35% and 63.98% for WA and UA, outperforming the plain CRNN system by around 3.8% and 7.6% in terms of WA and UA. Results on the develop set of Atypical Affect Challenge can be seen in Table 2. Compared with plain CRNN SER system, similar improvement from the multi-CRNN and HSF-CRNN system is observed, where the highest UA is achieved by HSF-CRNN system with 32.45%. Therefore, it can be concluded that the SER system with joint learning structure learns more robust emotional features than the plain CRNN system. Moreover, experimental result suggests that between the two different joint learning structures, combining HSFs with CRNN-learned feature is superior to joining CRNN-learned features extracted from different time scale of spectrogram.

We submit the emotion recognition result on the test set of Atypical Affect Challenge predicted by HSF-CRNN system, and get the UA of 35.795%. The test result is higher than the best one of provided baseline using end-to-end CNN-LSTM network, which is 28.0% [20]. It indicates that although the baseline is fine-tuned on develop set with UA of 41.8% as shown in Table 2, it doesn’t learn robust enough emotional feature for the task of SER, which results in a low accuracy on test set. Compared with the baseline, our proposed system performs better on unseen data, which proves its ability in robust feature extraction for SER.

Table 1: SER results of three systems on IEMOCAP.

<table>
<thead>
<tr>
<th>SER system</th>
<th>WA (%)</th>
<th>UA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain CRNN</td>
<td>56.54</td>
<td>56.42</td>
</tr>
<tr>
<td>Multi-CRNN</td>
<td>57.53</td>
<td>58.06</td>
</tr>
<tr>
<td>HSF-CRNN</td>
<td>60.35</td>
<td>63.98</td>
</tr>
</tbody>
</table>

Table 2: UA (%) of three systems on Atypical Affect Challenge.

<table>
<thead>
<tr>
<th>SER system</th>
<th>Develop set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain CRNN</td>
<td>29.37</td>
<td>-</td>
</tr>
<tr>
<td>Multi-CRNN</td>
<td>30.65</td>
<td>-</td>
</tr>
<tr>
<td>HSF-CRNN</td>
<td>32.45</td>
<td>35.795</td>
</tr>
<tr>
<td>*Baseline[20]</td>
<td>41.8</td>
<td>28.0</td>
</tr>
</tbody>
</table>

5. Conclusions

In this work, we study on SER task under CRNN framework and two novel SER systems have been developed. Our main considerations lie on the joint representation learning strategy to fully make use of the hand-crafted features as well as the multi-scale information from speech spectrums. Our experimental results show that our proposed SER systems outperform the baseline plain CRNN SER system. The results indicate the efficiency of joint learning structure to extract robust emotion representation from handcrafted features and CRNN-learned spectrogram features, where richer emotional information can be captured for SER task. In our future work, we will study the contribution of different types of feature to SER task and explore other representation learning method for SER.
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