


There could be many ways of 
sampling x. The simplest one is 
called random sampling, namely x is 
uniformly distributed between a and 
b. However, this sampling approach 
has issue of large statistical errors 
in the case that the singificant 
values of the funtion is sparsely 
distributed.



Now let us sample x by following the distribution w(x)

According to normalization condition

Define u(x) as

Change variable 
from x to u





Average over many measurements which 
give rise to true values



Ideally w(x) should allow us to sample only the significant 
region of x



Given these are M walkers sampling the system (M is a very 
large number)

When sampling is converged, at any given moment, the 
number of the walkers that happen to visit configuration O is 
m(O)

To ensure m does not change over 
subsequent sampling iteration, one needs 
to ensure

A sufficient but not necessary condition : detailed balance



Prob to generate movement

Prob to accept the 
generated movement



A general MOnte Carlo procedure



Alpha(dO) should be any even function



A given amount of computation power , how large the 
conformational space can be explored





















Do we need to re-evaluate pairwise interaction for 
volume change ?




















































































