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1. Introduction

DMSP-OLS (Defense Meteorological Satellite Program Operational Linescan System) night-time light data can accurately reflect the scope and intensity of human activities. However, the raw data cannot be used directly for temporal analyses due to the lack of inflight calibration. There are three problems that should be addressed in intercalibration. First, because of differences between sensors, the data are not identical even when obtained in the same year. Second, different acquisition times may lead to random or systematic fluctuations in the data obtained by satellites in different orbits. Third, a pixel saturation phenomenon also exists in the urban centres of the image. Therefore, an invariant region method was used in this article, and the relative radiometric calibration and saturation correction achieved the desired results. In the meantime, intercalibration models for each satellite year of DMSP-OLS night-time light data were produced. Finally, intercalibration accuracy was evaluated, and the intercalibration results were tested with the corresponding gross domestic product (GDP) data.
and sensor calibration. These factors may cause marked differences between data from the same year obtained by different satellites, as well as random fluctuations in data for consecutive years obtained by the same satellite (Zhang et al. 2006). Since DMSP-OLS night-time light data are collected by different satellites in different years, to eliminate the differences caused by these factors, relative radiometric calibration is necessary when we conduct comparative time series analysis. Moreover, major pixel saturation exists in DMSP-OLS night-time light data, which manifests as contiguous saturated pixels in urban centres (Elvidge, Ziskin, et al. 2009). This pixel saturation has the potential to distort reality, so that analysis and comparison of light data from different regions are difficult to perform. Therefore, saturation correction is also badly needed when we carry out relative radiometric calibration.

The spectral resolution of DMSP-OLS night-time light data is low, with only one band containing grey-level information. Compared with other remote-sensing data, DMSP-OLS satellite data lack the necessary information on structure, texture, and spectral characteristics, thus increasing the difficulty and error of data calibration. To date, studies on radiometric and saturation correction of DMSP-OLS night-time light data are few and far between. Elvidge, Ziskin, et al. (2009) proposed the invariant region method and selected Sicily as the mask to extract digital number (DN) values from all images and used F121999 as the reference image; then, the night-time light product known as avg_lights_x_pct from all other satellite years were adjusted to match the F121999 data range using a quadratic equation model. Naturally, they focused only on relative radiometric calibration rather than saturation correction. Liu, He, and Yang (2011) used a similar approach to correct data within China from 1992 to 2008, then extracted the urban areas and achieved satisfactory results. Zhao, Ghosh, and Samson (2012) also used a quadratic equation model, which was developed by Elvidge, Ziskin, et al. (2009), to correct DMSP-OLS data for research on Chinese electric power consumption. Raupach, Rayner, and Paget (2010) conducted saturation correction on 2003 global night-time light data and performed the linear regression analysis with GDP, energy consumption, and CO₂ emissions. Better results were achieved when compared with those before rectification. However, they only conducted analysis of regional cross-sectional data without considering time series analysis.

In regard to the intercalibration method, research questions remain regarding how to select the invariant regions and how to reduce the impacts resulting from pixel saturation. Which type of intercalibration model is the most appropriate? How should we comprehensively evaluate the accuracy of intercalibration results? Following the invariant region method proposed by Elvidge, Ziskin, et al. (2009), we planned to explore an alternative strategy and test an invariant region method to conduct relative radiometric calibration and saturation correction simultaneously on global DMSP-OLS night-time light data from 1992 to 2010 and to analyse both in cross-sectional data and the time series.

2. Data

2.1. DMSP-OLS night-time light data

Data were derived from National Oceanic and Atmospheric Administration’s (NOAA’s) National Geographic Data Center (NGDC). Currently, the products of 31 satellite years (Version 4) derived from six satellites (F10, F12, F14, F15, F16, and F18) from 1992 to 2010 (see Table 1) are available for downloading from NGDC (http://www.ngdc.noaa.gov/dmsp/download.html), including three kinds of annual average data: cloud-free coverage,
average visible, and stable light. Stable light data cover cities, townships, and other lasting light emissions, and background noise has been removed. Therefore, we chose these stable light data in this study. The spatial resolution of the data is 30 arc-seconds, about one kilometre from the equator, covering the range from $-180^\circ$ to $180^\circ$ longitude and $-65^\circ$ to $75^\circ$ latitude, which represents the basic global coverage of human activity areas. The grey value of data ranges from 0 to 63. This means that value 0 represents the unlit area and the greater the grey value, the higher the light level of the region will be.

Additionally, the NGDC website has produced a global night-time light product for 2006 with no sensor saturation, which can be selected as the ideal reference image data (http://www.ngdc.noaa.gov/dmsp/download_radcal.html). Compared with stable light images, the radiance-calibrated image of 2006 does not include saturated pixels and has a greater range of digital number values. Bright cores of urban centres cannot be distinguished in stable light images, which always show a saturated DN value of 63. However, in the radiance-calibrated image of 2006, the urban centres will be differently expressed in digital number values.

### 2.2. Ancillary data

Ancillary data include data files of the 2011 world administrative divisions in shape format, which are derived from the website of Blue Marble Geographics (http://www.bluemarblegeo.com/) and global GDP statistics from 1992 to 2010 with the current (May 2012) US dollar price as the benchmark, which are derived from the World Bank (http://www.worldbank.org/).
3. Methodology

Without using a large amount of satellite synchronous observation data, we can calibrate images so that the data series are comparable. We first need to define a reference image, and then gradually normalize the grey value of the multi-temporal images to the reference image (relative radiometric calibration). The invariant region method (Hall et al. 1991; Coppin and Bauer 1994; Lenney et al. 1996) first assumes that stable pixels exist in the series of images, and we can then derive their geographical sense. The invariant regions in different phases of remote-sensing images present a type of transformation relationship. After identifying the invariant regions and their transformation relation, we can carry out the relative radiometric calibration to those pending images. Since the selected reference image has been processed with radiometric calibration and there is no saturation phenomenon, the relative radiometric calibration and saturation correction of the pending image can be done simultaneously.

The flow chart of this method is shown in Figure 1.

3.1. Data preparation

The original data are in the WGS84 (World Geodetic System 1984) coordinate system and in a global latitude–longitude grid. Because the footprint of 30 arc-second grids decreases as latitude increases (Elvidge, Ziskin, et al. 2009), in order to avoid the impact of area distortion, we resampled the 30 arc-second raster image to one square kilometre grids in the Mollweide equal area projection. The reference image was a global night-time light product produced by NGDC with no sensor saturation for the year 2006, which was obtainable from the NGDC website. We derived a false colour composite using three years of images that had a greater time interval between them. The white area shown in the image is the area that remained nearly unchanged in the three phases, which is the invariant region.
we were looking for. Based on the false colour composite image (Figure 2), we selected Mauritius, Puerto Rico, and Okinawa (in Japan) as the invariant regions. When examining the candidate calibration regions, although many areas looked white, we decided to choose these three regions based also on the following considerations: first, these three regions are located in different geographic areas around the world and have worldwide representation; second, each region has a wide spread of digital number values from very low to very high, which would improve the accuracy of the intercalibration model; third, because all are far away from the mainland and are relatively isolated, they are rarely affected by night-time light from other regions.

3.2. Intercalibration

We used the selected invariant regions as the mask, extracting the invariant area of the pending images and reference image, reading the greyscale matrices of each region, and depositing them in arrays. We then performed regression analysis of the arrays corresponding to the pending images and reference image, framed the regression model, and acquired the intercalibration models corresponding to each pending image.

A comparison of the $R^2$ value of the five regression models (exponential, linear, logarithmic, quadratic, and power), as shown in Figure 3, shows that the power model best fits the data series.

In this article, we use the power function to establish the regression model:

$$DN_c + 1 = a \times (DN_m + 1)^b,$$

where $DN_c$ is the grey value after intercalibration, $DN_m$ is the grey value before intercalibration, and $a$ and $b$ are model coefficients; to avoid the base number being zero, all grey values are plus one.

When employing intercalibration models that correspond to each image to correct the whole figure, the regions of value zero are excessive. Because these regions represent the
non-lit area, when the intercalibration model is established, they should be removed during the panorama intercalibration process.

3.3. Accuracy assessment

The most direct method of evaluation is contrasting the visual effects of images before and after intercalibration, but because it is somewhat subjective, we need a quantitative comparison. In this article, we established the evaluation index by constructing a light index (total light index, TLI), which represents the sum of the grey values in an area and can be expressed as

$$\text{TLI} = \sum_{i} \text{DN}_i \times \text{C}_i,$$

where \(\text{DN}_i\) is the grey value of \(i\)-level pixels and \(\text{C}_i\) is the number of \(i\)-level pixels.

Relative radiometric calibration should be able effectively reduce the differences between data in the same year from two satellites, and thereby stabilize the inter-annual variability of the same satellite. In this article, the normalized difference index (NDI) is taken as the evaluation criterion and can be expressed as follows:

$$\text{NDI} = \frac{|\text{TLI}_1 - \text{TLI}_2|}{\text{TLI}_1 + \text{TLI}_2},$$

where \(\text{TLI}_1\) and \(\text{TLI}_2\) are the total light indices of two satellite images in a certain year. The lower the NDI, the smaller the relative gap between the two images and the better the calibration result we produce.

Meanwhile, many studies on the relationship between GDP statistics and night-time light data have been conducted (Raupach, Rayner, and Paget 2010; Elvidge et al., “Relation between Satellites,” 1997; Elvidge, Imhoff, et al. 2001), and their authors have reached the unanimous conclusion that there is a significant linear relationship between the two kinds of data. Therefore, we chose GDP statistics to perform linear regression with the night-time light data in this article. By comparing the fitting accuracy before and after intercalibration, we can verify the reliability of the intercalibration results.
4. Results

The calculated intercalibration model coefficients of each phase of the images are shown in Table 2.

The intercalibration results are shown in Figures 4, 5, and 6. For comparison purposes, we have also included the results from Elvidge et al.’s (2014) intercalibration, developed for stable light product. In Figure 4, the abscissa represents different years, the vertical axis represents the light index (TLI), and the curve represents the inter-annual variability of TLI value in each satellite image. Figure 5(a) compares the distribution of the global NDI values before and after intercalibration in the year 1994 and from 1997 to 2007. Figures 5(b) and (c) compare the intercalibration results of this article to the uncorrected results and intercalibration results of Elvidge et al. (2014), respectively. Figure 6 shows the changes in inter-annual TLI value before and after intercalibration in China, Brazil, and Egypt, and comparison with Elvidge et al.’s (2014) intercalibration results.

Figure 7 compares the linear regression results of global GDP with the TLI value in the time series from 1992 to 2010. Figure 8 shows the comparison of the $R^2$ value obtained from linear regression of the national GDP with the TLI value in the cross-sectional data.

Table 2. Intercalibration model coefficients of each image.

<table>
<thead>
<tr>
<th>No.</th>
<th>Satellite</th>
<th>Year</th>
<th>$a$</th>
<th>$b$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F10</td>
<td>1992</td>
<td>0.8959</td>
<td>1.0310</td>
<td>0.9492</td>
</tr>
<tr>
<td>2</td>
<td>F10</td>
<td>1993</td>
<td>0.6821</td>
<td>1.1181</td>
<td>0.8731</td>
</tr>
<tr>
<td>3</td>
<td>F10</td>
<td>1994</td>
<td>0.9127</td>
<td>1.0640</td>
<td>0.9112</td>
</tr>
<tr>
<td>4</td>
<td>F12</td>
<td>1994</td>
<td>0.4225</td>
<td>1.3025</td>
<td>0.8559</td>
</tr>
<tr>
<td>5</td>
<td>F12</td>
<td>1995</td>
<td>0.3413</td>
<td>1.3604</td>
<td>0.9275</td>
</tr>
<tr>
<td>6</td>
<td>F12</td>
<td>1996</td>
<td>0.9247</td>
<td>1.0576</td>
<td>0.9541</td>
</tr>
<tr>
<td>7</td>
<td>F12</td>
<td>1997</td>
<td>0.3912</td>
<td>1.3182</td>
<td>0.9042</td>
</tr>
<tr>
<td>8</td>
<td>F12</td>
<td>1998</td>
<td>0.9734</td>
<td>1.0312</td>
<td>0.9125</td>
</tr>
<tr>
<td>9</td>
<td>F12</td>
<td>1999</td>
<td>1.2743</td>
<td>0.9539</td>
<td>0.8846</td>
</tr>
<tr>
<td>10</td>
<td>F14</td>
<td>1997</td>
<td>1.3041</td>
<td>0.9986</td>
<td>0.8945</td>
</tr>
<tr>
<td>11</td>
<td>F14</td>
<td>1998</td>
<td>0.9824</td>
<td>1.1070</td>
<td>0.9589</td>
</tr>
<tr>
<td>12</td>
<td>F14</td>
<td>1999</td>
<td>1.0347</td>
<td>1.0904</td>
<td>0.9479</td>
</tr>
<tr>
<td>13</td>
<td>F14</td>
<td>2000</td>
<td>0.9885</td>
<td>1.0702</td>
<td>0.9047</td>
</tr>
<tr>
<td>14</td>
<td>F14</td>
<td>2001</td>
<td>0.9282</td>
<td>1.0928</td>
<td>0.9706</td>
</tr>
<tr>
<td>15</td>
<td>F14</td>
<td>2002</td>
<td>0.9748</td>
<td>1.0857</td>
<td>0.9752</td>
</tr>
<tr>
<td>16</td>
<td>F14</td>
<td>2003</td>
<td>0.9144</td>
<td>1.1062</td>
<td>0.9156</td>
</tr>
<tr>
<td>17</td>
<td>F15</td>
<td>2000</td>
<td>0.8028</td>
<td>1.0855</td>
<td>0.9242</td>
</tr>
<tr>
<td>18</td>
<td>F15</td>
<td>2001</td>
<td>0.8678</td>
<td>1.0646</td>
<td>0.8700</td>
</tr>
<tr>
<td>19</td>
<td>F15</td>
<td>2002</td>
<td>0.7706</td>
<td>1.0920</td>
<td>0.8854</td>
</tr>
<tr>
<td>20</td>
<td>F15</td>
<td>2003</td>
<td>0.9852</td>
<td>1.1141</td>
<td>0.9544</td>
</tr>
<tr>
<td>21</td>
<td>F15</td>
<td>2004</td>
<td>0.8640</td>
<td>1.1671</td>
<td>0.9352</td>
</tr>
<tr>
<td>22</td>
<td>F15</td>
<td>2005</td>
<td>0.5918</td>
<td>1.2894</td>
<td>0.9322</td>
</tr>
<tr>
<td>23</td>
<td>F15</td>
<td>2006</td>
<td>0.9926</td>
<td>1.1226</td>
<td>0.9145</td>
</tr>
<tr>
<td>24</td>
<td>F15</td>
<td>2007</td>
<td>1.1823</td>
<td>1.0850</td>
<td>0.9041</td>
</tr>
<tr>
<td>25</td>
<td>F16</td>
<td>2004</td>
<td>0.7638</td>
<td>1.1507</td>
<td>0.9123</td>
</tr>
<tr>
<td>26</td>
<td>F16</td>
<td>2005</td>
<td>0.6984</td>
<td>1.2292</td>
<td>0.8620</td>
</tr>
<tr>
<td>27</td>
<td>F16</td>
<td>2006</td>
<td>0.9028</td>
<td>1.1306</td>
<td>0.9412</td>
</tr>
<tr>
<td>28</td>
<td>F16</td>
<td>2007</td>
<td>0.8864</td>
<td>1.1112</td>
<td>0.9576</td>
</tr>
<tr>
<td>29</td>
<td>F16</td>
<td>2008</td>
<td>0.9971</td>
<td>1.0977</td>
<td>0.9653</td>
</tr>
<tr>
<td>30</td>
<td>F16</td>
<td>2009</td>
<td>1.4637</td>
<td>0.9858</td>
<td>0.8735</td>
</tr>
<tr>
<td>31</td>
<td>F18</td>
<td>2010</td>
<td>0.8114</td>
<td>1.0849</td>
<td>0.9542</td>
</tr>
</tbody>
</table>

Note: All regressions are significant at the 0.01 level.
Figure 4. Contrast in global TLI after intercalibration by Elvidge et al. and the invariant region method, (a) uncorrected; (b) results from Elvidge et al.; (c) corrected in this article.

Figure 5. Contrast in global NDI after intercalibration by Elvidge et al. and the invariant region method, (a) contrast in time series; (b) contrast in sum of NDI; (c) scatter plot of uncorrected vs. corrected.
5. Discussion

In Figure 4(a), there is a large gap between data for the same year from different satellites before intercalibration, while the data from the same satellite show a strong stochastic volatility in inter-annual variability. Figure 4(b) shows that the intercalibration results of Elvidge et al. (2014) are most persuasive. The gap between data for the same year from different satellites has been narrowed, and there is a trend in inter-annual variability of data from the same satellite. However, the pixel saturation of the selected reference image F121999 has not been corrected, which is manifested as stability in inter-annual variability between 1992 and 2010. However, because the global economy has developed rapidly in the last 20 years, night-time light area and brightness have generally increased and such stability seems irrational. Figure 4(c) shows the intercalibration results of the invariant region method. Comparing these results with those of Elvidge et al. (2014), the gap between data in the same year from different satellites becomes much smaller, and the trend in inter-annual variability of the data from the same satellite becomes more obvious. In addition, since the selected reference image has no saturation, the calibrated images tend to complete the saturation correction; thus, the trend is seen to be strongly stable in the entire time series. In fact, developing a regression analysis on the basis of a non-saturated radiance-calibrated image does not change the frequency distribution of pixel values, indicating that our approach helps to reduce the impacts resulting from saturation.

Figure 6. Contrast of several countries’ TLI after intercalibration by Elvidge et al. and the invariant region method.
Figure 7. Comparison of the linear regression results of global GDP with TLI in the time series, (a) uncorrected; (b) results from Elvidge et al.; (c) corrected in this article.

Figure 8. Comparison of the $R^2$ obtained from the linear regression of the national GDP with TLI in the cross-sectional data.

Over the 12 years studied (1994 and 1997–2007), this set of data was supplied by two satellites only. By contrasting the NDI of the two satellites for each year in Figure 5(a) and the NDI sum over the 12 years in Figure 5(b), we found that the results of the invariant region method turned out to be lower than the intercalibration results of Elvidge et al. (2014). In Figure 5(c), the horizontal axis represents each country’s NDI sum after correction and the vertical axis represents the uncorrected value. Nearly 200 countries’ distributions are collated in the upper part of the $y = x$ straight line; thus, we can conclude that
the intercalibration method provided in this article is effective for most countries around the world. However, the result also indicates that this intercalibration model is less applicable to a few countries and regions: small islands in the ocean, inaccessible areas, or city states, such as Antarctica, Comoros, Malta, Monaco, etc. Thus, they are temporarily not within the scope of concern in this article. Figure 6 shows the comparison of data for China, Brazil, and Egypt before and after intercalibration. It illustrates that intercalibration results at the national level are also impressive. In comparison with Elvidge et al.’s. (2014) calibration results, we found higher TLI values and wider ranges for the three concerned countries. We believe this is due to the fact that our reference image was a non-saturated radiance-calibrated image.

Figures 7 and 8 show the testing of intercalibration accuracy of night-time light data with GDP statistics. The test results in Figure 7 show that intercalibration significantly improved the analysis for night-time light in the time series. However, Figure 8 shows that intercalibration improved the $R^2$ value of the regression analysis to some extent in cross-sectional data at the national level, which indicates that the calibrated night-time light data can well characterize GDP or other applications. In addition, from Figure 8, we also see that the most recent data have higher precision, which may be related to the development of satellites and sensors.

Since many studies on the relationship between night-time light data and GDP have been carried out, and all have reached the same conclusion that the two have a significant linear relationship, the method of testing data accuracy with GDP is reliable in this article.

In this method, selecting the invariant regions is vulnerable to the subjective cognition: that is, different selections produce different results. In addition, intercalibration models may also have other options. Therefore, the question of whether the power function model based on regression analysis fitting is optimal requires further study. Moreover, since the method is based on statistical theory, the results are more reliable and accurate in large-scale regional studies if we employ the above-mentioned TLI as the evaluation criterion. However, there may be large errors if the study area is small and only a small number of pixels are involved. To avoid such errors, we need to use more parameters (e.g. surface reflectance when the satellite transits, atmospheric visibility, solar zenith angle, and satellite sensor calibration parameters) for absolute radiometric calibration. Nevertheless, absolute radiometric calibration is very difficult, as its required parameters are not easy to obtain, and the cost of the work is considerably high.

To reduce errors caused by data saturation, some scholars (Sutton 2003; Cheng 2008), who held that a logarithm could flatten the variation in data series so that it can reduce the errors caused by data saturation, processed logarithmic transformation on the data. However, in this article, it is considered both inappropriate and inaccurate because log processing will change the linear relationship between light data and socio-economic data.

6. Conclusions

In this article, we present an alternative strategy to apply the invariant region method for improving the intercalibration model of DMSP-OLS night-time light data. Compared with the intercalibration method supplied by Elvidge et al. (2014), the invariant region method can carry out both relative radiometric calibration and saturation correction and can reduce the errors caused by inter-annual variation and pixel saturation. The intercalibration accuracy of this method turned out to be very good on global, national, and regional scales.
Using the corrected data to estimate the socio-economic data of countries and regions lacking statistical information is a new method. Compared with anthropogenic statistics, night-time light data is more objective, rapid, and less expensive; it can provide governments with rapid insight into the real global distribution of socio-economic status, so that they can formulate or adjust their political and economic strategies. Additionally, night-time light data are a reflection of the natural distribution of night light on the ground, but the statistics are based on the administrative region unit and thus cannot be implemented within a natural area. Therefore, we can employ the grey value of night light as a measure to spatialize socio-economic factors, so that the socio-economic data can be implemented into a natural block, allowing for more sophisticated and accurate research.

Therefore, we believe that calibrated data processed by the invariant region method can greatly enhance the accuracy of future research work, such as carbon emissions calculation, GDP statistics verification, spatial population, resources and environment management, etc.
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