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Abstract—In iVector-based speaker verification system, the 

claimed speaker was verified if the similarity between the iVector 

of the tested utterance (iVector-ts) and the iVector of the claimed 

speaker (iVector-cs) is smaller than a fixed threshold. The 

commonly used method to measure the similarity between the 

iVector-ts and iVector-cs is the cosine similarity scoring method. 

To further improve the performance of the speaker verification 

system when the training data is insufficient, a new scoring 

method termed as ratio normalization (Rnorm) scoring method is 

proposed, where the similarity between iVector-ts and iVector-cs 

is normalized by the dissimilarity between the tested speaker 

model and the universal background model (UBM). Preliminary 

experimental results with Timit database and self-built database 

show that our proposed Rnorm scoring method is able to reduce 

the equal error rate (EER) of the iVector-based TIV speaker 

verification system compared with that of using conventional 

cosine similarity scoring method. 

Keywords—cosine similarity scoring, iVector-based speaker 

verification, TIMIT, ratio normalization 

I.  INTRODUCTION 

Voiceprint is one of the unique biometric and has found 
wide applications including access control, providing forensic 
evidence, and user authentication in telephone banking, etc. 
Speaker verification aims at using voiceprint to verify the 
identity of the claimed speaker [1]. Essentially, speaker 
verification is a process to accept or reject the identity claim of 
a speaker by comparing a set of measurements of the tested 
speaker’s utterances with a reference set of measurements of 
the utterance of the person whose identity is claimed. There are 
two categories of speaker verification systems. One is called 
text-independent verification (TIV) [1] [2] [3], the other is text-
dependent verification (TDV) [1] [4]. For TIV speaker 
verification system, there are no constraints on the words 
which the speakers are allowed to use. Thus, the claimed 
speaker’s training utterance and the tested speaker’s utterance 
may have completely different content, and the verification 
system must take the phonetic mismatch into account. In this 
research, we only consider the iVector-based TIV system, 
which was firstly proposed by Reynolds in [2]. 

To make the presentation clear, the diagram of an automatic 
text-independent speaker verification system is illustrated in 
Fig. 1. Fig. 1.(a) shows the speaker enrollment process, where 
the iVector of each speaker is computed and stored as an 
iVector-cs. Specifically, the feature extraction module 
computes the mel-frequency cepstral coefficients (MFCCs) by 
the method proposed in [5]. MFCCs were firstly introduced in 

early 1980s for speech recognition and then adopted in speaker 
verification. The MFCCs of an utterance are denoted as 

X = { 1
x ,…, 

kx ,…, }Kx , where 
kx  is an M-by-1 feature 

vector indexed at discrete time [1,2,..., ]k K  , K is the number 

of speech frames. 
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Fig. 1. Components of a typical automatic text-

independent speaker verification system.  
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In Fig. 1.(a), the background model is firstly trained by 
expectation maximization (EM) training algorithm [6] taking 
MFCCs as the training data. The T model is trained exactly by 
the same process of learning the eigenvoice V matrix in [7] by 
taking MFCCs as the training data as well. Finally, the iVector-
cs of the claimed speaker can be defined by taking the 
universal background model and T model [7]. Fig. 1.(b) 
presents the speaker verification process. The iVector-ts can be 
computed by the method proposed in [8] using the universal 
background model, T model and the MFCCs of the claimed 
speaker’s utterance, which actually is of the same process as 
the computation of iVector-cs in Fig. 1(a). Then, the similarity 
of the iVector-ts and iVector-cs can be determined by the 
scoring module. Moreover, to achieve a better decision, a 
normalization module is added after the scoring module. 

It is noted that there are a lot of researches have been 
conducted to evaluate the performance of the iVector-based 
TIV speaker verification system. For example, the impacts of 
background noise [9] [10], channel effect [11] [12], the 
duration of the utterance, and etc. To our knowledge, there are 
no research results evaluating the impact of the score 
normalization on the performance of the iVector-based TIV 
speaker verification system when the training data are 
insufficient. In this paper, we firstly evaluate the impact of the 
normalization and scoring on the performance of the iVector-
based text-independent speaker verification system using 
TIMIT database. Aimed at reducing the EER of the system, a 
new score normalization method termed as ratio normalization 
(Rnorm) scoring method is proposed to normalize the 
similarity between iVector-ts and iVector-cs. The remainder of 
the paper is organized as follows. Section II describes the 
scoring method based on iVector-based TIV and the proposed 
Rnorm scoring method. Section III provides a description of 
four different conventional normalization scoring methods. 
Section IV details the experimental setup, experimental results 
and analysis of the results. The conclusions are given in section 
V. 

II. SCORING METHOD 

In this section, the scoring methods will be discussed in 
details. From Fig. 1.(b), it is easy to understand that the scoring 
method in the iVector-based TIV system is essentially to 
compute the similarity of the iVector-ts and iVector-cs. In the 
following, let’s define scoring function as ( , )score μ ν . The 

popular cosine similarity (CS) function is given as follows: 

 
( )

( , )
|| || || ||

T

score 


μ ν
μ ν

μ ν
                    (1)  

where T is the transform operation. It is clear that the 
( , )score μ ν  in Eq.(1) measures the similarity between vector 

μ  and ν  by their angle only, which does not consider the 

strength of the vectors. 

A. Cosine Similarity Scoring Method 

For iVector-based TIV speaker verification system, the 
commonly used scoring method is based on the CS function, 
which can be described as follows: 

1( , ) ( , )ts cs ts csscore w w w w                   (2) 

where wcs, wts are the N-by-1 iVector of the claimed and tested 
speaker’s utterance, respectively.  score(wts, wcs) describes the 
cosine similarity between wts and wcs. The wcs andwts are 
computed by the method proposed in [13]. The measure using 
Eq. (2) is termed as Cosine Similarity Scoring Method (CSS). 

B. Proposed Ratio Normalization (Rnorm) Scoring Method 

In this subsection, we proposed a ratio normalization 
(Rnorm) scoring method to normalize the similarity between 
the iVector-ts and iVector-cs.  

To further improve the effective measure of the similarity 
between wts and wcs, we propose to normalize the similarity 
between wts and wcs as follows: 

2

( , )
( , )

( , )

ts cs
ts cs

ubm ts

score

score
 

w w
w w

w w
               (3) 

where score(wubm, wts) presents the cosine similarity between 
wubm and wts. From Eq.(3), we can see that if score(wts, wcs) is 

given, 
2( , )ts cs w w  is inversely proportional to score(wubm, 

wts). If wts is similar to wcs, in theory, wts is dissimilar to wubm, 

score(wubm, wts) becomes smaller and 
2( , )ts cs w w  goes larger. 

This is benefit for acceptance of wts. In contrary, if wts is 
dissimilar to wcs, in theory, wts is similar to wubm, score(wubm, 

wts) goes larger, and 
2( , )ts cs w w  is attenuated. Moreover, it is 

noted that wubm is trained as a background iVector as shown in 
Fig. 1.(a). Comparing Eq.(2) and Eq.(3), we can see that Eq.(2) 
only measures the similarity between iVector-ts and iVector-cs, 
but Eq.(3) measures both the similarity between iVector-ts and 
iVector-cs, and the dissimilarity between the iVector-ts and 

iVector-cs. Therefore, we can conclude that 
2( , )ts cs w w  

given in Eq. (3) gives better measurement to accept or reject 
the tested utterance for iVector-based TIV speaker verification 
system and it is expected to give better performance. 
Considering the essential concept used to develop the scoring 
in ratio detector, in this paper, we term the method expressed in 
Eq.(3) as the ratio normalization (Rnorm) scoring method. 

III. CONVENTIONAL SCORING METHOD 

The basic of the conventional normalization technique is to 
center the impostor score distribution by applying on each 
score generated by the speaker verification system. Since the 
study of Li and Porter [18], various kinds of score 
normalization techniques have been proposed in the literature. 
Four commonly used scoring methods by using different 
normalization approaches are briefly described in the following 
section. 

A. Zero Normalization (Znorm) Scoring Method 

The Znorm technique is directly derived from the work 
done in [14]. It has been massively used in the speaker 
verification systems in the middle of the nineties. The Znorm 
scoring method is defined as follows: 
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3

( , )
( , ) ts cs Z

ts cs

Z

score 




 

w w
w w           (4)  

where 
Z and

Z are mean and standard variance, which are 

computed based on [14]. These two parameters are computed 
off-line in the speaker enrollment phase. 

B. Test Normalization (Tnorm) Scoring Method 

Still based on the estimate of mean and variance parameters 
to normalize impostor score distribution, test normalization 
(Tnorm), proposed in [3], and differs from Znorm by the use of 
impostor models instead of test speech signals. The Tnorm 
scoring method is defined as follows: 

 4

( , )
( , ) ts cs T

ts cs

T

score 




 

w w
w w          (5) 

where 
T and

T are mean and standard variance as well, 

which are computed [3] These two parameters are computed 
on-line in the speaker verification phase. 

C. ZTnorm Scoring Method 

ZTnorm [14] applies Znorm to characterize the response of 
each speaker model to a variety of (impostor) test segments 
followed by Tnorm to compensate for the variations of the 
testing segments, such as duration and linguistic content. 
Hence, for ZTnorm scoring method, we have: 

5
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where
Z and

Z are computed as those in Znorm, 
T  and

T  

are computed as those in Tnorm. 

D. TZnorm Scoring Method 

TZnorm applies Tnorm to compensate for the variations of 
the testing segments, such as duration and linguistic content, 
followed by Znorm to characterize the response of each 
speaker model to a variety of (impostor) test segments. 

For TZnorm scoring method, the score is computed as: 

6
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where
Z  and

Z are computed as in Znorm, 
T and

T are 

computed as in Tnorm. 

IV. EXPERIMENT 

A. Experiment Setup 

Visual inspection of the DET curve [16] and equal error 
rate (EER) is commonly used evaluation tools in the speaker 
verification literature, which were proposed in the 1990s. The 
equal error rate (EER) is the standard scalar measure of the 
performance of a biometric verification system. In essence, it is 

the point on the DET curve where the false acceptance rate and 
the false rejection rate are equal. Moreover, NIST uses a 
detection cost function (DCF) as the primary evaluation metric 
to assess speaker verification performance. So we use EER and 
DCF as our evaluation metric in this paper. 

The performance of speaker verification described above 
will be evaluated with the experimental setup as follows: 1) 
The iVector-based TIV speaker verification system is 
implemented and evaluated by ALIZE toolkit [17]. 2) For all 
evaluations, 64 speakers form the TIMIT speech corpus [3] are 
selected for speaker verification. The speakers are evenly 
balanced between the 8 different dialects and gender (i.e. 32 
male and 32 female speakers with 4 male and 4 female 
speakers from each dialect region). The 10 utterances per 
speaker are divided into 5 utterances for training and 5 
utterances for testing. 3) Our experiments operate on cepstral 
features, extracted using a 25 ms with Hamming window. 19 
mel frequency cepstral coefficients together with log energy 
are calculated every 10 ms. Delta and double delta coefficients 
are then calculated to produce 60-dimensional feature vectors. 
We use gender dependent universal background models 
containing 512 Gaussians and 400 total factors defined by the 
total variability matrix, which is trained using 320 utterances. 
The decision score obtained with cosine similarity scoring are 
normalized using Znorm and Tnorm. We use 480 Znorm 
utterances. 4) For convenience and presentation clarity, we 
have the following abbreviations: CSS means the method given 
in Eq.(2); Rnorm-CSS, Znorm-CSS, Tnorm-CSS, ZTnorm-
CSS and TZnorm-CSS stand for the scoring methods given in 
Eq.(3), Eq.(4), Eq.(5), Eq.(6) and Eq.(7), respectively, where 

( , )ts csscore w w , ( , )ubm tsscore w w  are both computed by 

Eq.(1).  

TABLE I.  EER AND DCF RESULTS USING TIMIT DATABASE 

Algorithm 
Female Male 

EER(%) DCF EER(%) DCF 

CSS 2.9688 0.0300 2.9639 0.0299 

Znorm-CSS 2.9883 0.0302 2.9688 0.0300 

Tnorm-CSS 2.9688 0.0300 2.9688 0.0300 

ZTnorm-CSS 2.9883 0.0302 2.9688 0.0300 

TZnorm-CSS 2.9688 0.0300 2.9688 0.0300 

Rnorm-CSS 2.9688 0.0300 2.9102 0.0294 

B. Experiment 1: Performance Comparison with CSS and 

Five Different Normalization Scoring Methods 

This experiment is conducted to compare the performance 
of the iVector-based TIV system using different normalization 
scoring methods described in this paper. The results are listed 
in Table I. From the results, we can see that all methods have 
quite similar EER and DCF performance under the 
experimental conditions for female speakers. Our proposed 
Rnorm-CSS method achieves better results than other 
comparison methods in male trials. For example, the Rnorm-
CSS method gives an EER of 2.9102, but CSS method gets 
2.9639. However, the CSS and Rnorm-CSS method give the 
same EER for females. These results may tell the facts that 
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non-speaker information (such as session and channel) affects 
the iVector magnitudes. The proposed Rnorm-CSS method is 
able to remove the impact of the magnitude and then it is able 
to improve the robustness of the system.  

C. Experiment 2: Performance Comparison with Four 

Scoring Methods on ADSP_SV Database 

This experiment is carried out to evaluate the performance 
of the iVector-based TIV speaker verification system using the 
proposed Rnorm-CSS method on ADSP_SV database, which 
was recorded in our laboratory. This evaluation uses 9 speakers 
from the ADSP_SV database, each speaker have 20 sessions in 
Chinese, and they are recorded by two different microphones. 
The microphones used to record training and testing utterances 
are different. The experimental results are given in Table II. It 
is clear to see that the proposed Rnorm-CSS method 
outperforms CSS method and Tnorm–CSS methods. Moreover, 
Tnorm–CSS method generally achieves better results than that 
of the CSS method and Znorm-CSS method. An explanation of 

this may be that the utterances for training 
Z  and 

Z  is 

different from the utterances for training iVector-cs, but this 

mismatch don’t exist in training  
T  and

T . 

TABLE II.  EER AND DCF USING ADSP_SV DATABASE. 

System 
EER(%) 

[DCF] 

Mic1_Mic1 Mic1_Mic2 Mic2_Mic1 Mic2_Mic2 

CSS 9.38 
[0.0947] 

9.63 
[0.0972] 

9.88 
[0.0997] 

9.63 
[0.0947] 

Znorm-CSS 9.63 
[0.0972] 

9.88 
[0.0997] 

9.88 
[0.0997] 

9.38 
[0.0947] 

Tnorm-CSS 8.89 
[0.0897] 

9.38 
[0.0947] 

9.63 
[0.0972] 

8.89 
[0.0897] 

Rnorm-CSS 8.89 
[0.0897] 

9.37 
[0.0935] 

9.14 
[0.0922] 

8.4 
[0.0847] 

V. CONCLUSIONS 

In order to improve the performance of the iVector-based 
TIV speaker verification system, this paper proposed a new 
normalization scoring method where the similarity between the 
tested speaker’s iVector (iVector-ts) and the claimed speaker’s 
iVector (iVector-cs) is normalized by the dissimilarity between 
the tested speaker model and the UBM. Intensive experiments 
with TIMIT database and self-built database have been carried 
out to evaluate the performance under insufficient training data. 
Experimental results showed that the proposed Rnorm-CSS 
method decreases the EER for male from 2.9639% to 2.9102%. 
Moreover, according to the evaluation of the performance of 
different normalizations on self-built database, Rnorm-CSS 
method achieves the best results for cross-channel iVector-
based TIV system. 
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