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I.  INTRODUCTION 
Nowadays, the rapid development of Web

processing technologies has brought a great p
increase of Web images and some other media
technology of the analysis and mining on 
clustering of Web images has been used in m
of Web images. For example, the performanc
retrieval can be improved by the clustering al
current time, most famous Web images search
Google Images1 and Baidu Image2, are perf
matching the textual keywords, viz. tags
multiple meanings of the keywords have 
negative effect on the image search results. F
word “apple” could mean the fruit “apple” 
“Apple”. So when we search for this word, t
would be returned in a mixture of different top
Fig. 1. And things may get worse when one
                                                           
1 https://images.google.com 
2 http://image.baidu.com 
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2. We propose a new probability distribution calculating 
method based on ranking functions to take benefits of the 
complicated relations among the features. Our method 
builds more direct relations between the Web images and 
their features hence the performance of the Web image 
clustering is improved. 

This paper is organized as follows. In Section II, a brief 
review of the related research works will be listed. Then in 
Section III, we give some precise definitions and descriptions 
for the problem and models. In Section IV, the details of the 
algorithm are described. And in Section V, some experiments 
have been carried out. At last, we conclude our study in Section 
VI. 

II. RELATED WORKS 
Clustering Web Image has been researched for a long time. 

In the early days, much work has been focus on clustering by 
their low-level visual features. Here, the low-level visual 
features denote the features extracted directly from the image 
data, such as Sift features, Giber wavelet features and so on. 
For example, Gordon [2] and Yang [3] extracted feature 
vectors to represent the images and then perform the clustering 
algorithms on the feature representations. However, due to the 
“semantic gap” between the low-level visual features of images 
and high-level perception of users, those methods cannot obtain 
the expected cluster results. 

Since the web images are often surrounded by some 
semantic related texts, researchers began to extract the textual 
features from the surrounding texts. The textual features are 
usually the critical words or text tags. There has been some 
excellent work proposed in the last few years [7-9]. In 
particular, D. Cai [4] proposed a graph model to co-cluster the 
web images and their represented features. Their algorithm 
separates the textual features and visual features and was 
executed in a two-step process. The images were firstly 
clustered into different semantic groups by employing the 
textual and link features. This step was then followed by visual 
feature-based clustering of images in each semantic group. 
Then considering the errors in the results of the first step may 
be magnified in the following process, Gao et al [5] proposed 
another clustering framework to simultaneously integrate both 
the visual and textual features for clustering. In their work, 
spectral clustering was applied and iteratively using semi-
definite programming to cluster. Similarly, Rege [10] proposed 
another clustering algorithm Consistent Isoperimetric High-
Order Co-clustering (CIHC) with using isoperimetric theorem 
to integrate both visual and textual features at same time.  

Since the graph models are widely used in the Web image 
clustering, hypergraph models are also introduced to cluster the 
Web images. For example, Zhou [11] and his team proposed a 
hypergraph partitioning model. Based on the hypergraph 
models, Wu [12] proposed a clustering method based on the 
random walk and that obtained great performance especially on 
large dataset.  

III. MODEL FORMULATIONS 
In this section, we propose an undirected graph model for 

integrating the visual and textual features and describing the 
relations among them (Fig. 2). In the graph G = {V, E}, V 

denotes the set of vertexes in the graph and E denotes the set of 
edges. The vertex set V can be divided into three disjoint 
subsets I, T, F, which satisfy = ∪ ∪V I T F . The subset

1 2{ , , ..., }mi i i=I  denotes the whole image set which has m 
images in total and the ij (j=1,2,...,m) denotes the j-th image in 
the image set; the subset 1 2{ , ,..., }nt t t=T contains all n textual 
features which are usually the words or tags extracted from the 
surrounding texts of the images; and the subset 

1 2{ , ,..., }pf f f=F contains the p visual features of images.  

As we can see from the definition and reality of Web 
images, we can assume that there are no direct relations 
between visual and textual features. So the edge set E can also 
be divided into three subsets. The subset E1 denotes relations 
between images and their visual features. The subset E2 
denotes the relations between images and their textual features. 
And the last subset E3 denotes the intra-relations among the 
different tags. 

Let A be an m by p matrix to denote the weighted relations 
between I and F. The entry A(l, j), where l = 1, 2, ..., m and j = 
1, 2, ..., p, denotes the value of the j-th visual feature of the l-th 
image. Let B be an m by n matrix to denote the weighted 
relations between I and T. The entry B(l, j), where l = 1, 2, ..., 
m and j = 1, 2, ..., n, denotes the weight of the j-th textual 
feature of the l-th image. The weights usually can be denoted 
by the frequency of the terms in the surrounding text of images. 
Let C be an n by n symmetric matrix to denote the weighted 
intra-relations among the textual features in T. Here, the intra-
relations can be described by the co-occurrence between 
different words or tags. 

Then, we can get the whole weighted adjacency matrix J of 
the graph as follows. 

 
0 0

0
0

T

T

� �
� �= � �
� �� �

A
J A B

B C
  (1) 

Particularly, during the text analysis, not only the inter-
relations between textual features and images could be 
calculated, but also the weights of intra-relations among the 

f1 f2 f3 f4 fp

i1 i2 i3 i4 im

t1 t2 t3 t4 tn
Textual 
Features

Web 
Images

Visual 
Features

Figure 2. The graph model for the images and their textual features 
and visual features 
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textual features could be obtained. For most graph models, they 
model the images and the features as a bipartite graph or a 
tripartite graph, where those intra-relations have not been taken 
into account. So here we take the n by n matrix C to describe 
the relations among the textual features as described above.  

Our problem is trying to cluster all the elements ij (j=1, 2, 
..., m) in the image set I into  K clusters Ck (k=1, 2, ..., K). 

In addition, let the vector r be the ranking scores. If the 
ranking scores are calculated on the subgraph, the ranking 
scores can be regarded as the conditional ranking scores. For 
example, the ranking scores calculated on the subgraph induced 
by cluster Ck are regarded as conditional ranking scores on Ck 
and written like | kx Cr  where x denotes any feature in T and F.  

IV. ITERATION CLUSTERING ALGORITHM 
In this Section, the details of the proposed iteration 

clustering algorithm are presented.  

Intuitively, data clustering aims to discover the similarity or 
homogeny among the whole dataset. The Web images in the 
same cluster would be similar in their visual features or share 
some identical text tags. Otherwise, the Web images in the 
different cluster may differ very much in their visual features or 
hardly share any same text tags. In other words, the different 
distributions of features on each cluster Ck could be viewed as a 
measurement for the cluster Ck. In fact, for each image, the 
distribution of features could be viewed as a mixture model 
over K distributions of the features on each cluster. So, 
according to the idea above, the images may be described by 
the parameters of mixture models, which means that we could 
turn the visual and textual features into a new feature space. So, 
we try to calculate the probabilities of every textual feature and 
every visual feature for each cluster to build the mixture 
models. Then, new features would be extracted from the 
mixture models for each image. And at last, the clusters would 
be adjusted by the new features to get a better clustering result.  

As visual features and textual features are not homogenous 
or related directly, it is reasonable to assume that visual 
features and textual features are independent. Therefore, the 
distributions may be calculated separately. Fig. 3 shows the 

flowchart of the proposed algorithm.  

In Fig. 3, as discussed before, we need to initialize the 
images into the clusters (0)

kC . Here, k means the k-th cluster and 
the number in the superscript denotes the iterating number. 

The details of the algorithm are followed: 

A. Distributions on Clusters 
As mentioned above, the distributions of features on 

different clusters could be a measurement for the images. Here 
comes an example. We collect 50 images in two categories, 
flower and people, and each image has been attached to several 
semantic related textual tags. Fig. 4 shows the distributions of 
all the textual tags on these two categories of images. We can 
clearly find that the features have different distributions on 
different categories. 

The calculation of distributions could be separated into 
three steps. Firstly, we calculate the conditional ranking scores 
on the induced subgraph of each cluster; secondly, we calculate 
the distributions of features on the clusters; and at last, 
calculate the distributions of the images on the clusters with the 
weighted adjacency matrix and the distributions of features 
calculated above. 

1) Ranking Functions 
According to the relations between images and features, the 

simplest ranking of the features is to calculate the sum of 
weights for every feature and then calculate the proportions of 
the sum of weights for every feature. The formulation for 
calculating the ranking scores of visual features are written as 
follows: 
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Similarly, the formulation for the textual features could be 
written as follows: 
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Figure 3. The flowchart of the proposed algorithm 

 
Figure 4. The distributions of all the textual tags on the flower and 

people categories: The brown and blue line represents the distribution of 
the flower and the people category, respectively. 
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2) Distributions of Features on Clusters 
The relations between the textual features cannot be 

described in the ranking process. For example, on a subgraph 
for the specific cluster {i1, i2} shown in Fig. 5, vertexes t3, t4, t5 
have no edges linked to any vertex that represent the images in 
the graph. So their probabilities of the distribution on this 
cluster should be zeros. But if we perform the ranking on the 
whole subgraph directly, these vertexes would receive the same 
ranking scores as t1 and t2. It would be negative for the 
clustering. So the direct ranking over the whole graph cannot 
work and we need some other ways to take advantage of the 
intra-relations among textual features. 

Here we propose a new method to take advantage of the 
relations among the different textual features. We can calculate 
the probabilities by multiplying the ranking scores and 
adjacency matrix C and then make them normalized.  
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If the weight between different textual features is larger, the 
textual features may be more similar. And the similar features 
usually have similar ranking scores on the graph. So a ranking 
scoring may be enhanced by its similar textual features which 
have high ranking scores, or be decreased if its similar textual 
features have low ranking scores. In the practical cases, there 
are always some “star” textual features which have gained 
much more significance than other textual features. For 
example, in the “people” category, “face” would be a “star” 
textual feature as it could appear in most of surrounding texts 
of Web images. The close relations with “star” textual feature 
would help the textual feature to obtain a higher probability in 
distribution on that cluster. And it would help for accelerating 
convergence of clustering and improving the clustering 
performance for the images which have similar textual features. 

For the visual features, intra-relations among different 
visual features are usually quite unapparent. So we ignore the 
intra-relations and simply regarded the calculated conditional 
ranking scores regarded as the distributions on the clusters. 
And in some cases, if there is no intra-relation among the 
different textual features, the conditional ranking scores of 
textual features can be regarded as the distributions of the 
textual features. 

3) Distributions of Images on Clusters 
After the distributions of all the features calculated, we 

could calculate the conditional probability distribution of 
images on each cluster. If the features get higher probabilities 
on the specific cluster, the related images would get higher 

probabilities on this specific cluster. And otherwise, if the 
features get lower probabilities on this cluster, the related 
images would also get lower probabilities. So for the visual 
features, the formulation would be simply written as 
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Similarly, the formulation for the textual features could be 
written as follows: 

 P(il |Ck
(s) ) =

B(l, j)P(t j |Ck
(s) )

j=1

n�
B(l, j)P(t j |Ck

(s) )
j=1

n�i=1

m�
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B. Mixture Models 
As illustrated above, we build the mixture models to 

generate the new features for each image. For the textual 
features, the mixture model can be described as follows: 

 ( )
1 1, ,( | ) ( | ), and 1sK K

k kj l l k j k l kP t i P tπ π= == =� �C   (7) 

Similarly, for the visual features, the mixture model can be 
described as follows: 

 ( )
1 1, ,( | ) ( | ), and 1sK K

k kj l l k j k l kP f i P fθ θ= == =� �C   (8) 

This mixture model can be considered as describing the 
probabilities to generate a link between the j-th textual feature tj 
and the l-th image il. And the component coefficients πl,k can be 
regarded as the posterior probability ( )( | )t

k l
P iC . So the 

component coefficients can be used as the new feature to adjust 
the current clusters. Since every image would have two mixture 
models which are generated by textual features and visual 
features separately, the image’s new feature would be 
combined by both component coefficients. 

Now the problem becomes to estimate the component 
coefficients. Here we use the mixture model by textual features 
as an example, the procedure would be exactly same for the 
mixture models by visual feature. We adopt the EM algorithm 
to obtain the best estimation for the coefficients.  

Let Θ  be the m by K matrix, consisting of the K-
dimensional parameter vector πl,k for the mixture model. Here, 
the objective function can be described as 

 ( , )( ) ( | ) ( , | )
m n l j

l j
l j

L P P i t= = ∏ ∏ B� B � �   (9) 

And in the E-step: 
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Here, z denotes the index of cluster. So P(tj |z=k) is equal to 
P(tj |Ck).  

Then in the M-step: 

t1 t3 t4t2 t5

i1 i2 i3 i4

Textual 
Features

Web 
Images

 
Figure 5. An example of ranking the subgraph with intra-relations 
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By setting Θ 0 = Θ, the whole process can be repeated. At 
each iteration, we use (10) and (11) to update and finally Θ will 
converge to a local maximum. Each parameter vector πl,k can 
be calculated using Bayesian Rules: 
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C. Clustering Adjusting 
After the features calculated, we could use the new feature 

to adjust the clusters to get better cluster results.  

Here we adopt the K-means algorithm to accomplish the 
task. We donate the new feature vector (�l,1 , �l,2 , ... , �l,k ) as 

li
d . The centers for each cluster can thus be calculated as 
follows, which is the mean for all items in each cluster:  
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Here, ( )| |s
kC denotes the size of the cluster k. Next, the 

distance between an image and cluster center ( ( )( , )s
l kD i C ) can 

be defined by 1 minus cosine similarity:  
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Here, | |kd and | |k′d  denotes the modulus of kd and k′d . 
Then we can adjust the clusters by their distances.  

D. Algorithm Summary 
As illustrated above, the proposed algorithm is summarized 

in Fig. 6.  

For an algorithm, efficiency is always an important 
evaluation of performance, especially when it runs on the big 
data. In this work, the time complexity of proposed algorithm is 
comprised of three parts: ranking and distributions calculating, 
mixture model estimation, and clustering adjustment. For the 
ranking and distributions calculating part, the time complexity 
is O(m(n+p)+n2). Particularly, when the number of images m is 
quite large, the number of textual tags n would be much smaller 
than m, and the complexity may be reduced to O(m(n+p)). For 
the mixture model estimation part, the time complexity is 
O(t1Km(n+p)) where the t1 denotes the iteration number of EM 
algorithm. And for the clustering adjusting part, the time 
complexity should be O(mK2). So for the overall, the time 
complexity is O(t2 (n2 + t1Km (n + p) + mK2)), and the t2 
denotes the overall iteration number.  

V. EXPERIMENTS 
We perform the proposed algorithm on two image datasets 

which are selected from the public Web image datasets, MIR-
Flickr25K [13] and IAPR TC-12 Benchmark [14], respectively.  

A. Data Preparation 
1) Dataset 1 

 The MIR-Flickr25K dataset is collected by Huiskes from 
the Flickr website3 in 2008. It consists of 25000 images which 
were downloaded from Flickr through its public API. For each 
image, it has a description tag text file, a camera information 
file and a copyright license file. In practice, we manually select 
two categories of images including flowers and people. The 
size of the categories is listed in the Table I.  

We use the existing tags in the tag text file as the textual 
features of the images. The weighted matrix B can be defined 
as follows: 

 
1,  if -th image has the -th textual feature

( , )
0,  otherwise

l j
l j 	= 


�
B   (15) 

And calculate the weights of intra-relations among the tags 
as follows: 

 
1,  if  = 

( , ) ( ) ,  if 

i j
i j num i, j i j

m

	
�= 
 ≠��

C   (16) 

Here, num(i, j) denotes the number of images which contain 
both the textual feature tiand tj.  

 
                                                           
3 http://www.flickr.com 

TABLE I. THE CATEGORY SIZE OF THE DATASET 
Dataset Category Name Category Size 

MIR-Flickr 25K 
Flower 444 
People 329 

IAPR TC-12 
Benchmark 

Architecture 137 
Mountain 141 

Algorithm: Web Image Clustering 
Input: The Graph Model G = {V, E} 

The Adjacency Matrix J 
Cluster Number K 

Procedure: 
1. Initialize:  s = 0; 
2.      initial clusters ( )s

kC  
3. Iterations: 
4.      for each type of feature: 
5.           calculating the conditional ranking scores; 
6.           calculating the distribution: ( ) ( )( ), ( )s s

j k l k
P t P f|C |C ; 

7.           calculating ( )( )s

k
P i |C  

8.  estimating coefficients of the mixture model  
( )

1 ,
( | ) ( | )sK

kj l l k j k
P t i P tπ== � C  

9.     get the 2K-dimensional new feature vector 
10.     adjust the clusters: 
11.     if converged, then end the procedure; otherwise, 

     s = s + 1 
Output: Cluster index for every image 

 

Figure 6. The proposed algorithm 
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For the visual features, we use the SIFT image descriptors 
[15]. To be specific, we firstly gray the images and normalize 
into an image size of 64*64, then extract 81 patches from each 
image and at last generate the adjacency matrix A.  

2) Dataset 2 
The image collection of the IAPR TC-12 Benchmark [14] 

consists of 20,000 still natural images, including pictures of 
different sports and actions, photographs of people, animals, 
cities, landscapes and many other aspects of contemporary life. 
Each image is associated with a text annotation which includes 
the image title, description, location, date, etc. Here, we also 
manually select two categories including mountains and 
architectures.  

The textual features are generated from mining the image 
titles and descriptions in the image annotation files. The visual 
features are represented by SIFT image descriptors as well. 

For Dataset 2, the adjacency matrix A and C are generated 
in the same way like for Dataset 1 while matrix B is generated 
by the traditional tf-idf method. Here comes the formulation: 

 
1

( , ) ( , ) log
( )

m

j l
l j

mB l j freq t i
num t=

= �   (17) 

Here, m denotes the size of the image dataset, ( , )j lfreq t i  
denotes the frequency of the textual feature tj in the 
surrounding text of image il; and ( )jnum t  denotes the number 
of images which contains the textual feature tj .  

B. Experiments Setting 
Firstly, we perform our proposed algorithm with the two 

dataset. And next, we compare the results with some other 
algorithms like K-means, RankClus [6] and CIHC [10]. With 
these comparisons, we can see the superiority of our proposed 
algorithm. Then we perform some experiments to verify the 
effectiveness of our proposed distribution calculating method. 

We take the Normalized Mutual Information (NMI) 
measure to evaluate the accuracy of clustering results. Suppose 
that we have N objects, K clusters, and two clustering results. 
Then we define a function n(i, j), where the cluster labels i, j = 
1, 2, ..., K, be the number of objects that are labelled i in the 
first clustering result (e.g., generated by the algorithm) and 
labelled j in the second clustering result (e.g., the ground truth). 
Then, we define three distributions of cluster labels: the joint 
distribution ( , )( , ) n i j

NP i j = , row distribution 11( ) ( , )K
iP j P i j== �  

and column distribution 12( ) ( , )K
jP i P i j== � , and then NMI can 

be defined like this: 

 1 2
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C. Experiments Results 
Firstly, we perform our proposed algorithm on the two 

datasets. Here, we list some intermediate results during the 
iteration process and some representative images of clustering 
results of Dataset 1 in Fig. 7 and Fig. 8.  

The Fig. 7 shows the probability distributions of images on 
two clusters, which are calculated according to the distributions 
of textual features. The top figure shows distributions at the 
beginning while the bottom one shows at the end of iteration. 
In the figures, the blue curve represents the probabilities on the 
flower category, the red curve represents the probabilities on 
the people category, and the green vertical dotted line separates 
the categories. We can see that in the beginning, the 
distributions on both categories are quite similar (Fig. 7(a)). 
And eventually at the last round of iteration, the distributions of 
images are clearly distinguishable (Fig. 7(b)). In the Fig. 8,  it 
shows some representative images of the cluster results. We 
can see that the images in the same category have various 
visual features. And it is the diversity of images in the same 
category that leads to the low NMI accuracy. 

The results of different clustering algorithm are listed in 
Table II. Here, we noted our proposed algorithm as Web 
Images Clustering with Integrating Visual and Textual Features 
(WIC-IVTF).  

The K-means algorithm only takes the visual features as 
input. The comparison between our proposed algorithm and the 
K-means aims to verify the superior of integrating both visual 
and textual features to only using visual features. Obviously, 
the results show that our algorithm has much better 

 
(a) Distributions of images at the first iteration 

 
(b) Distributions of images at the last iteration 

 

Figure 7. Distributions during the iterations 
 

      
(a) Cluster label: 1                       (b) Cluster label: 2 

 

Figure 8. Clustering results on Dataset 1 
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performance, especially on Dataset 1. Since the images in the 
same category of Dataset 1 have various visual features, the K-
means algorithms cannot obtain satisfied clustering results. 
But, the unsatisfied results also reveal the effectiveness and 
robustness of our proposed algorithm. 

Similarly, to verify the superior of integrating both visual 
and textual features to only using textual features, we compare 
our proposed algorithm with RankClus algorithm. The 
clustering results listed in Table II shows our proposed 
algorithm has obtained higher NMI accuracy.  

And next, we compare WIC-IVTF with the CHIC 
algorithm which is one of the state-of-art algorithms for Web 
images clustering simultaneously using visual and textual 
features. As listed in Table II, our method has obtained better 
accuracies on both datasets. Specially, the performance on 
Dataset 1 has been improved by about 2% while the 
performance on Dataset 2 has been improved by about 4%. 

Next, we perform some comparison experiments to prove 
that our method for calculating the distributions on the clusters 
is helpful. We replace the real adjacency matrix C with the 
unity matrix E and the graph model is changed into a tripartite 
graph. So it is noted as Web Image Clustering with Integrating 
Visual and Textual Feature - Tripartite Graph (WIC-IVTF-
TG). The comparison results are listed in Table III and Fig. 9.  

From the results listed in the Table III, we can see that our 
proposed distribution calculation method has enhanced the 
clustering results on the MIR-Flickr25K dataset. But it has not 
improved the NMI accuracy. With analyzed the details of the 
clustering results, we find that the indexes of both results are 
converged at same arrangements and only 4 images are not 
correctly clustered (2 mountain images are clustered with other 
135 architecture images while 2 architecture images are 

clustered with other 139 mountain images). Some of visual and 
textual features of the 4 images are quite ambiguous and the 
clustering results are the optimal results for clustering methods.  

On the other side, Fig. 9 shows the convergent process of 
the clustering. The left chart (Fig. 9(a)) shows that at the fifth 
iteration, we could get the results converged while the WIC-
IVTF-TG needs about 4 more iterations. And the right chart 
(Fig. 9(b)) shows that using the WIC-IVTF method can get the 
clustering result converged faster than using WIC-IVTF-TG as 
well. Since the time complexity of our calculating method is far 
less than one round of iteration, the efficiency of clustering has 
been certainly improved by our method. Furthermore, 
comparing the two charts in Fig. 9, we can also find that the 
efficiency of our proposed calculation would be magnified 
when the size of dataset is larger. So with both Table III and 
Fig. 9, we can get a conclusion that our proposed calculation 
method can enhance the NMI accuracy and improve the 
efficiency of the clustering method, especially for the large 
dataset. 

VI. CONCLUSIONS 
In this paper, two graph models are built by making use of 

visual and textual features. A new iterative algorithm for Web 
image clustering is proposed. Intensive experiments have been 
carried out to evaluate the performance of the proposed method 
on MIR-Flickr25K and IAPR TC-12 Benchmark dataset. 
Experimental results show that the proposed method is able to 
achieve a clustering accuracy about 45% with 773 images from 
MIR-Flickr25K and 89% with 278 images from IAPR TC-12 
Benchmark, which outperform the compared method. 
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