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Abstract. Although deep convolutional neural networks (CNNs) have
achieved the state-of-the-arts for facial expression recognition (FER),
FER is still challenging due to two aspects: class imbalance and hard
expression examples. However, most existing FER methods recognize
facial expression images by training the CNN models with cross-entropy
(CE) loss in a single stage, which have limited capability to deal with
these problems because each expression example is assigned equal weight
of loss. Inspired by the recently proposed focal loss which reduces the
relative loss for those well-classified expression examples and pay more
attention to those misclassified ones, we can mitigate these problems
by introducing the focal loss into the existing FER system when fac-
ing imbalanced data or hard expression examples. Considering that the
focal loss allows the network to further extract discriminative features
based on the learned feature-separating capability, we present a two-stage
training strategy utilizing CE loss in the first stage and focal loss in the
second stage to boost the FER performance. Extensive experiments have
been conducted on two well-known FER datasets called CK+ and Oulu-
CASIA. We gain improvements compared with the common one-stage
training strategy and achieve the state-of-the-art results on the datasets
in terms of average classification accuracy, which demonstrate the effec-
tiveness of our proposed two-stage training strategy.
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1 Introduction

Recently, facial expression recognition (FER) has received increasing attention
[1,5,10–12] due to its wide range of applications among health care, social interac-
tion, human-computer-interaction systems, and etc. Essentially, FER is a multi-
class classification problem, which aims at classifying expression images as one
of several basic expression labels, i.e., anger, disgust, fear, happiness, sadness,
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Fig. 1. Illustration of class imbalance and easy/hard expression examples. The pie
chart (left) shows the class imbalance problem, i.e., different expressions account for
different proportion. The picture (right) indicates the hard expression examples prob-
lem. The easy expression example can be obviously recognized as happiness expression.
In comparison, the hard expression example is too ambiguous to be directly recognized.

surprise, which are first defined in [2] and have been universally adopted to rep-
resent facial expressions.

There are two problems existing in the field of FER including class imbal-
ance and hard expression examples, as illustrated in Fig. 1. On the one hand,
the imbalance problem exists because some expressions show frequently, such as
happiness, meanwhile, some expressions rarely display, such as anger. On the
other hand, people sometimes display some subtle expressions which are usually
too ambiguous to be correctly recognized. For example, the disgust and sad-
ness expressions can be mixed with each other because they display similarly
sometimes. The two problems limit the performance of the FER system.

In this paper, we attempt to mitigate these problems by exploiting the
recently proposed focal loss [8] and presenting a two-stage training strategy using
CE loss in the first stage and focal loss in the second stage. The focal loss con-
tains two hyper-parameters α and γ, targeting at the class imbalance and hard
expression examples problems, respectively. Besides, the learned model after the
first training stage can be utilized to further explore discriminative features in
the learning process.

2 Related Work

Recently, many studies have been conducted to recognize facial expression from
raw images. In [15], a two-stage fine-tuning method follows a transfer learning
approaches. Based on a network pre-trained on the ImageNet [7] dataset, it trains
on a larger FER dataset in the first stage and then narrows down to train on a
smaller FER dataset in the second stage. In [14], three inception convolutional
structures are constructed in order to classify the registered facial images into
several expression labels, indicating the effectiveness of the inception layers for
the FER problem.

In [12], both contrastive loss and softmax loss are jointly utilized to learn
features for FER, which aims at developing effective feature representations for
identity-invariant FER by balancing the distribution of intra- and inter- class
variations.
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However, most of the previous methods fail to either incorporate the pre-
viously learned information or pay attention to the class imbalance and hard
expression examples problems. In this paper, we delicate to investigating the
potential improvements using the two-stage training strategy, utilizing the CE
loss in the first stage and the focal loss in the second stage.

3 Our Approach

We apply a deep learning method to recognize facial expression. Specifically, We
adopt the popular inception-v3 [18] convolutional neural network as our basic
network architecture due to its good balance between accuracy and efficiency on
many image classification tasks. Most one-stage training strategies apply CE loss
already achieve competitive results. Our aim is to further extract discriminative
features by focusing on the class imbalance and hard expression examples prob-
lems. Thus, we exploit a recently proposed focal loss subsequently and propose
a two-stage training strategy utilizing the cross-entropy (CE) loss in the first
stage and the focal loss in the second stage.

3.1 CE Loss

Most existing CNN-based FER methods train the model using cross-entropy
(CE) loss, which perform reasonably well on the FER task in terms of the average
classification accuracy. However, it actually has limited capability to tackle the
class imbalance and hard expression examples problems because each training
example is assigned equal weight of loss. The cross-entropy (CE) loss is defined
in (1) as follows:

Loss1 = −
c∑

i=1

yilog(ỹi) (1)

where yi is the i-th value of the ground truth label, and ỹi is the i-th output
value of the softmax of the network. c is the total number of expression classes.
The ỹi is defined as (2) using logit values of the network:

ỹi = σ(li) (2)

where li is the i-th logit value of the network, and the σ(·) is a softmax activation
function.

3.2 Focal Loss

Focal loss was first proposed in [8] by reshaping the CE loss. Specifically, it
introduces a weighting factor α and a focusing parameter γ to the cross-entropy
loss, as formulated in (3):

Loss2 = −α

c∑

i=1

(1 − ỹi)γyilog(ỹi) (3)
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where α ∈ [0, 1] and γ ≥ 0 are two hyper-parameters. α is used to balance the
importance among imbalanced examples, and γ is used to differentiate between
easy and hard expression examples. The yi and ỹi are of the same meanings as
in the CE loss. Final decision õ is obtained in (4) using the softmax output of
the network:

õ = arg max
i

ỹi (4)

We introduce the focal loss to the existing FER system in order to mitigate
the class imbalance and hard expression examples problems.

3.3 Two-Stage Training Strategy

Considering that the focal loss can help the network to further extract discrim-
inative features based on the learned feature-separating capability, we propose
a two-stage training strategy aiming at mitigating the class imbalance and hard
expression examples problems. Since most existing deep learning-based FER
methods have performed reasonably well training in a single stage, our training
strategy utilizes CE loss in the first stage and focal loss in the second stage in
order to boost the FER performance.

For the class imbalance problem, the hyper-parameter α balances the impor-
tance of the examples in different categories. In this way, the total loss will not be
dominated by those categories which have the number advantage. For the hard
expression examples problem, the focusing hyper-parameter γ adjusts the rate
of reducing the relative loss for those well-classified examples and concentrates
more on those misclassified examples.

For further illustrate the effectiveness of our proposed two-stage training
stage, we also perform extensive ablation study in §4.4 to give enough evidence.

4 Experiments and Analysis

We conduct extensive experiments in a supervised training manner on two well-
known FER datasets: CK+ [13] and Oulu-CASIA [20], and compare our two-
stage training strategy with other state-of-the-art algorithms for FER. Details
of each dataset are tabulated in Table 1. The AN, CO, DI, FE, HA, SA, SU
are short for Anger, Contempt, Disgust, Fear, Happiness, Sadness and Surprise,
respectively. Some images from each dataset are also listed in Fig. 2.

Table 1. The number of images for each expression in the datasets

AN CO DI FE HA SA SU All

CK+ 135 54 177 75 147 84 249 981

Oulu-CASIA 240 - 240 240 240 240 240 1440
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Fig. 2. Cropped facial expression images from the CK+ (1st row) and Oulu-CASIA
dataset (2nd row). From the left to the right column, the displaying expressions are
anger, disgust, fear, happiness, sadness, surprise and contempt, respectively.

4.1 Implementation Details

Preprocessing. After detecting and cropping face from a raw image by apply-
ing the MTCNN [19] module, we perform various data augmentation techniques
to obtain more training data for each epoch and make our trained model more
robust. In the training session, each image processed after the MTCNN module
is first resized to 299 × 299, then horizontally flipped with a probability of 0.5,
flipped in the vertical direction with a probability of 0.5, and randomly rotated
by 10◦. In the testing phase, the processed image after MTCNN module is resized
and cropped at the center into size 299 × 299.

Initialization. The weights of convolutional layers are initialized from the
adopted Inception-v3 model pre-trained on ImageNet [7]. The weights of the
last fully-connected layer in each training stage are randomly initialized using
Gaussian distribution N (μ, σ2) . We set the value of μ and σ to 0 and 0.001,
respectively. The output neuron number of the last fully-connected layer is mod-
ified as the total number of expression classes.

Training Setup. The network is trained with a mini-batch size of 32 images
using back-propagation method and Stochastic Gradient Descent (SGD) opti-
mization algorithm in a supervised training manner. The momentum is 0.9.
Also, the dropout method is used for reducing the over-fitting problem, and the
dropout ratio is set to 0.5. The weight decay is also used for regularization with
a factor of 0.001.

Following the previous work [5,10], a 10-fold subject-independent cross vali-
dation protocol is adopted for evaluation in all the experiments in order to avoid
the same subject existing in both the training and testing data. Nine subsets
are used for training while the remaining subset is used for validation. In the
first training stage, the whole network is trained for 80 epochs in total with an
initial learning rate of 0.01. In the second training stage, the network is further
trained starting from the best model in the first stage, and the training stops at
the 80th epoch. The learning rate in this stage is set as 0.01 at first and decay
10× after 60-th epoch. All the settings are the same in the experiments. Our
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proposed two-stage training strategy is implemented with PyTorch deep learning
framework on a single NVIDIA GeForce GTX 1080 GPU with 8 GB memory.

Testing and Evaluation Metric. Given a raw image in the testing phase, the
network will predict the final expression label of it. we adopt average classifica-
tion accuracy as the evaluation metric, which is widely used in the field of FER
research.

4.2 Experiments on the CK+ Dataset

Dataset Description. The Extended Cohn-Kanade Dataset (CK+) [13] is a
widely used dataset for facial expression recognition. It contains 118 subjects
with 327 facial expression sequences in total, ranging from 18 to 30 years old.
Each image sequence is annotated with one discrete expression label out of seven
expressions, including six basic facial expressions (anger, disgust, fear, happiness,
sadness, surprise) and one non-basic expression (contempt). In this dataset, each
image sequence begins with a neutral expression and gradually reaches a peak
expression at the last frame. The same as [10], we construct our image-based
CK+ dataset by extracting the last three frames from each image sequence.
Finally, the image-based CK+ dataset consists of 981 images with the resolution
of 640 × 490. This dataset is divided into ten subject-independent subsets by
sampling subject ID in ascending order with a step size of 10.

Class Imbalance Problem. From Table 1, we can learn that the class imbal-
ance problem seriously exists in the CK+ dataset, in other words, images num-
ber varies among different expression classes. Clearly, the three expressions with
least images are contempt, fear and sadness, respectively. In the experiments, the
hyper-parameters of α and γ are experimentally set as 0.25 and 0 respectively
on this dataset.

Results. The confusion matrix comparisons on the CK+ dataset are reported
in Fig. 3. It compares the confusion matrix of the baseline (left) using the CE
loss and our two-stage training strategy (right) using the CE loss in the first
stage and the focal loss in the second stage. From the results reported from
Fig. 3, we observe that the contempt expression is the most difficult one to be
classified if we train the network with only the CE loss, because it has the
least training data and the network with only the CE loss has limited ability
to tackle the class imbalance problem. In contrast, after further training the
whole network driven by the focal loss, the network acquires enhanced feature-
discriminating capability by consequently paying attention to the expressions
with less training images. Clearly, it can be observed from the right confusion
matrix in Fig. 3 that the contempt expression is further perfectly classified with
an accuracy increase of 5.6%. Besides, for the fear and sadness expressions which
account for the second least and third least proportion of all the dataset, the
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Fig. 3. Confusion matrix of our two-stage training strategy on the CK+ dataset in the
first stage (left) and in the second stage (right). The darker the color is, the higher
the accuracy reaches. The x-labels and y-labels stand for prediction results and ground
truth, respectively. (Color figure online)

classification accuracy of them increase 2.7% and 2.4%, respectively, verifying
that our proposed two-stage training strategy is able to learn more discriminative
features by mitigating the class imbalance problem. As for the classification
accuracy of the anger expression, which has a decrease of 0.7% after the second
stage, we speculate that there may be some underlying factors that undermine
the system performance, and we will discuss it later in our future work.

The overall accuracy of 10-fold cross validation on the CK+ dataset is shown
in Table 21. The best result is underlined in boldface and the second best result
is marked with an underline. As shown in Table 2, although the CNN model with
only the CE loss perform reasonably well compared with most FER methods,
our two-stage training strategy can boost its performance by mitigating the class
imbalance problem.

4.3 Experiments on the Oulu-CASIA Dataset

Dataset Description. Oulu-CASIA dataset [20] is a more challenging bench-
mark dataset for facial expression recognition. It contains 480 image sequences
in total, including 80 subjects between 23 and 58 years old. Each image sequence
has one of the six basic expression labels: anger, disgust, fear, happiness, sadness
and surprise. It is captured by a VIS camera under three different illumination
conditions: Strong, Dark and Weak. Similar to the CK+ dataset, each image
sequence in this dataset starts from neutral expression to peak expression in
the last few frames. Following the previous work in [1,5], we only use the image
sequences captured under normal illumination. Then we construct the image-
based Oulu-CASIA dataset with the resolution of 320 × 320 by collecting the
1 For fair comparison, we compare our method with other state-of-the-arts which also

use the SGD optimization algorithm.
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Table 2. Overall accuracy of different
methods on the CK+ dataset. The best
result is underlined in bold face. The
second best result is underlined.

Method Accuracy (%)

3DCNN-DAP [9] 92.4

STM-Explet [10] 94.2

BDBN [11] 96.7

Exemplar-HMMs [17] 94.6

DTAGN(Joint) [5] 97.3

2B(N+M)Softmax [12] 97.1

Baseline 98.2

Ours (two stage) 98.8

Table 3. Overall accuracy of different
methods on the Oulu-CASIA dataset.
The best result is underlined in bold face.
The second best result is underlined.

Method Accuracy (%)

HOG 3D [6] 70.6

Atlases [3] 75.5

STM-Explet [10] 74.6

Exemplar-HMMs [17] 75.6

DTAGN(Joint) [5] 81.5

ExprGAN [1] 84.7

Baseline 87.7

Ours (two stage) 88.3

last three frames of each sequence and obtain 1440 images in total at last. Then
we split the dataset into ten subject-independent groups by sampling subject ID
with a step size of 8.

Hard Expression Examples Problem. The Oulu-CASIA dataset is challeng-
ing because it contains some hard expression examples that are too ambiguous
to be recognized. Some hard expression examples in the Oulu-CASIA dataset
are listed below in Fig. 4. In the experiments, the hyper-parameters of α and γ
are experimentally set as 0 and 0.5 respectively on this dataset.

Fig. 4. Some hard expression examples. Images in the green, yellow and gray boxes are
actually surprise, sadness and disgust expressions, respectively. (Color figure online)

Results. Detailed confusion matrix comparisons on the Oulu-CASIA dataset
are presented in Fig. 5. It also compares the confusion matrix of the baseline (left)
using the CE loss and our two-stage training strategy (right) using the CE loss
in the first stage and the focal loss in the second stage. It is proved that our two-
stage training strategy has the ability to distinguish the features extracted from
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Fig. 5. Confusion matrix of our two-stage training strategy on the Oulu-CASIA dataset
in the first stage (left) and in the second stage (right). The darker the color is, the higher
the accuracy reaches. The x-labels and y-labels stand for prediction results and ground
truth, respectively. (Color figure online)

hard expression examples. For example, the classification accuracy of sadness
expression is 87.1% using only the CE loss in the first training stage, and it has
a gain of 2.5% when further training using the focal loss in the second stage.
Besides, for the surprise expression, our training strategy also gains an increase
of 1.2%. Since there are few hard expression examples in the happy and fear
expressions after analyzing this dataset, there is little improvements in terms
of the classification accuracy of these expressions. For the classification of the
anger expression which has a decrease of 0.4% after the second stage, we will
investigate the potential influence in our future work.

The overall accuracy of 10-fold cross validation on the Oulu-CASIA dataset
is shown in Table 3. The best result is underlined in boldface and the second best
result is marked with an underline. Obviously, our two-stage training strategy
has some advantages over the common one-stage training method using only the
CE loss in terms of the overall classification accuracy.

4.4 Ablation Study

We conducted ablation study to explore and identify the best training strategy
for the facial expression recognition (FER) task. Extensive experiments have
been conducted on the CK+ and Oulu-CASIA datasets and we drew the con-
clusion that our proposed two-stage training strategy, utilizing the cross-entropy
(CE) loss in the first stage and the focal loss in the second stage, is the best
training strategy. Additionally, Our proposed training strategy also works well
in other CNN models.

Training Strategy. To explore the best training strategy for the FER task, we
conducted five different experiments on each dataset including one-stage training
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with the focal loss only, one-stage training with the CE loss only, one-stage
training with the joint CE loss and focal loss, and two-stage training with the
focal loss followed by the CE loss or vice versa. Table 4 shows the detailed results
of these experiments according to the 10-fold cross validation protocol. The
results indicate that our proposed two-stage training strategy, utilizing CE loss
in the first stage and focal loss in the second stage, achieves the best recognition
performance in terms of the average classification accuracy.

Table 4. Accuracy comparisons using different training strategies with different loss
in each training stage. �: focal loss, �: CE loss, ��: joint CE loss and focal loss.

Dataset 1st stage 2nd stage Accuracy (%)

CK+ � ✗ 98.0

� ✗ 98.2

�� ✗ 97.8

� � 98.5

� � 98.8

Oulu-CASIA � ✗ 88.0

� ✗ 87.7

�� ✗ 87.1

� � 85.1

� � 88.3

Network Architecture. To further illustrate the effectiveness of our proposed
two-stage training strategy, we conducted more experiments using two differ-
ent CNN models, including the VGG-Face [16] and the Resnet-18 [4]. Detailed
experimental results are shown in Table 5. It is observed that our proposed two-
stage training strategy performs better than the one-stage training using only

Table 5. Accuracy comparisons using the VGG-Face and Resnet-18 network architec-
ture with different loss in each training stage. �: focal loss, �: CE loss.

Network Dataset 1st stage 2nd stage Accuracy (%)

VGG-Face CK+ � ✗ 94.6

� � 97.2

Oulu-CASIA � ✗ 83.3

� � 83.7

Resnet-18 CK+ � ✗ 98.4

� � 98.6

Oulu-CASIA � ✗ 87.8

� � 88.3
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the CE loss in terms of average classification accuracy. Besides, the effectiveness
of two-stage training strategy is independent of the CNN model we used.

5 Conclusion

In this paper, we introduce the focal loss to the existing FER system and propose
a two-stage training strategy to recognize facial expression from raw images.
Specifically, we utilize the cross-entropy (CE) loss in the first stage and the focal
loss in the second stage. Due to the fact that the focal loss contains a weighting
factor α and a focusing parameter γ, so the network is able to mitigate the class
imbalance and hard expression examples problems. Extensive experiments on
the CK+ and Oulu-CASIA datasets show that our proposed two-stage training
strategy achieves improved performance compared with one-stage training with
only the CE loss. Additionally, our proposed training strategy also works well
in other CNN models. We believe this work will provide a new perspective in
capturing discriminative features for FER using the two-stage training strategy.
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