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Abstract

Recent joint models for multi-intent detection and slot filling (a.k.a
multi-intent SLU) have obtained promising results by leveraging
the semantic similarities or co-occurrence relationships between
intent and slot labels. However, a critical aspect frequently ne-
glected by current models is the significant correlations between
label co-occurrences and specific scenarios, such as watching a
movie or booking a ticket, which is essential for understanding user
utterances in multi-intent SLU. In this paper, we propose a new
framework dubbed SaLa (short for Scenario-aware Label graph
interaction), which effectively captures the dynamic co-occurrence
relationships among labels across various scenarios, employing a
strategy akin to a divide-and-conquer approach. Concretely, SaLa
first autonomously classifies the scenario of utterances, and tracks
the co-occurring labels by maintaining a unique co-occurrence
matrix for each scenario during the training phase. These scenario-
independent co-occurrence matrices are further employed to guide
the interactions among label representations through graph propa-
gation to conduct accurate prediction. Extensive experiments on
two multi-intent SLU benchmark datasets demonstrate the superi-
ority of our SaLa. More strikingly, SaLa also attains competitive
results on four extra single-intent and multi-domain SLU bench-
mark datasets, demonstrating its strong generalizability.

CCS Concepts

• Computing methodologies → Natural language processing;
Discourse, dialogue and pragmatics.
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1 Introduction

Spoken language understanding (SLU) is pivotal for accurately
interpreting the user’s intent through the construction of semantic
frames [49, 53, 54]. In general, SLU encompasses two subtasks:
intent detection and slot filling [37]. As illustrated in Figure 1(a),
intent detection is a classification task that aims to categorize the
intent of user utterances, while slot filling is a sequence labeling
task designed to extract relevant semantic concepts.

However, it is common for users to express utterances that en-
compass multiple intents in real-world scenarios as shown in Fig-
ure 1(b), which poses a challenge for single-intent SLU. Recogniz-
ing this challenge, multi-intent SLU has been explored [10] and
attracted increasing attention. Gangadharaiah and Narayanaswamy
[13] makes the first attempt to jointly address multiple intent detec-
tion and slot filling within a multi-task learning framework. Due
to the high correlations between intents and slots [32], it has be-
come mainstream to study multi-intent SLU jointly, leveraging the
inherent dependencies between these two subtasks.

To this end, a bunch of joint models [7, 32, 36, 47, 48] have
been proposed to fully mine the correlation among intents and
slots. Therein, Qin et al. [33] proposed a model termed AGIF for
fine-grained multi-intent detection via graph attention networks
(GAT) [39], which adaptively integrates predicted intents into the
autoregressive decoding process of slot filling. Based on this, Qin
et al. [32] introduced GL-GIN, which builds a local slot-aware graph
and a global intent-slot graph for each utterance, obtaining speedup
and better performance. Xing and Tsang [46] further proposed Co-
guiding Net, which implements a two-stage graph-based framework
achieving mutual guidance between intents and slots.

 

3570

https://doi.org/10.1145/3627673.3679676
https://doi.org/10.1145/3627673.3679676
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3627673.3679676&domain=pdf&date_stamp=2024-10-21


CIKM ’24, October 21–25, 2024, Boise, ID, USA Zhihong Zhu et al.

Utterance: add David Axelrod to my futuors hits … latin on zvooq

Slot: O B-a l-a O O B-p l-p … B-g O B-s

Intent: AddtoPlaylist, PlayMusic

Utterance: I need a reservation for … serves a Maple Bacon donut

Slot: O O O O O … O O B-sd I-sd I-sd

Intent: BookRestaurant

(b)

(a)

Figure 1: Two examples of single-intent (a) and multi-intent

(b) spoken language understanding (SLU) in distinct sce-

narios, where B/I-sd denote B/I-served_dish, B/I-a denote
B/I-artist, B/I-p denote B/I-playlist, B-g denotes B-genre,
and B-s denotes B-service.

To conclude, the aforementioned studies can be reduced to im-
plicit methods, which mostly resort to graph-based models to ex-
plore semantic similarities among labels. Additionally, an explicit
approach has been introduced, which constructs a co-occurrence
probability matrix directly from the whole training data, capturing
label co-occurrences at both the corpus level [36] and the utterance
level [47]. However, the corpus-level approach aggregates statistics
of label co-occurrence across the entire training corpus, which con-
stitutes a coarse approximation and may not precisely capture the
subtle interactions between intent and slot labels within individual
utterances. Meanwhile, the utterance-level approach encounters
difficulties in precisely learning a co-occurrence matrix for each
utterance, thereby limiting its effectiveness in accurately facilitat-
ing the interactions between intent and slot labels. Consequently, a
research question arises: How can we better model the co-occurrence
relationships among labels to achieve accurate prediction?

Toward this goal, we propose a shift in the granularity of model-
ing label co-occurrence from the commonly adopted utterance-level
or corpus-level to the group-level. This shift is motivated by a fun-
damental observation: label co-occurrence significantly depends on
the scenario, a factor often overlooked in previous multi-intent SLU
studies. As illustrated in Figure 1, we expect AddtoPlaylist to co-
occur with PlayMusic in a music management scenario, whereas
BookRestaurant is more relevant in an online booking scenario.
Therefore, we propose to divide the training samples into indepen-
dent groups according to their scenarios and calculate the label co-
occurrence matrix for each group separately. Then, samples within
the same group utilize a shared co-occurrencematrix for subsequent
feature interactions. Evidently, the obtained group-level label co-
occurrence can offer more precise guidance for feature interactions
between labels compared to the corpus-level and utterance-level
approaches. In this context, two technical challenges remain: first,
how to obtain robust label representations; second, how to determine
the scenario to which a given utterance belongs?

In this paper, as shown in Figure 2, we explore a new Scenario-
aware Label graph interaction framework dubbed SaLa for multi-
intent SLU. Specifically, SaLa follows these six steps: (1) For the
input utterance, SaLa utilizes a self-attentive encoder to obtain
intent-specific and slot-specific representations. (2) SaLa uses a
similar encoder structure to obtain the intent and slot label em-
beddings from the predefined labels. (3) The intent and slot label
embeddings are fed into the semantic-attentive label embedder to
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Utterance1

Graph-based
Explicit Modeling

(c)

!! !"
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Graph-based
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Utterance1

(a) (b)

!! !"

"" "#

⋯

Graph-based
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"!

!! !"

"! "" "#
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Labels

Labels

Scenario 1

Scenario 2
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Figure 2: Graph structure comparison among previous works

and our approach. Prior research typically constructs a graph

for each utterance to model implicit label interactions solely

based on utterance semantics (a), or employs a roughly con-

structed global statistical label graph derived from label co-

occurrence in training data applicable to all utterances (b).

In contrast, our SaLa systematically models the interaction

of label representations for each utterance, guided by the

proposed scenario-aware co-occurrence matrices.

fuse the label embeddings with semantic information derived from
the utterance. (4) SaLa takes the global representation of the ut-
terance to detect its scenario and updates the corresponding label
co-occurrence matrix accordingly. Note that each matrix element
represents the number of occurrences of the label pair for the cor-
responding row and column. They are initially set to zero at the
beginning of training and then continuously count the co-occurring
labels of utterances by detecting their scenario throughout the train-
ing phase. (5) A label graph for each utterance is constructed with
labels as nodes and the co-occurrence relationships as edges. The
intent and slot label representations are fed into the graph to ex-
plore their interactions under the guidance of the scenario-aware
label co-occurrence. (6) Finally, two separate decoders are trained
for intent detection and slot filling to make predictions.

In a nutshell, the main contributions of this work are three-fold:
• To our best knowledge, this is the first work to explore the
correlation between label co-occurrence and scenarios. We pro-
pose an effective approach to dynamically model the label co-
occurrence for adapting the various dialog scenarios.

• We explore an effective way to integrate utterance represen-
tations into label embeddings, and transition the granularity
of graph interactions from utterance-level and corpus-level to
group-level interactions, achieving a balance between the two.

• Experiment results on two benchmark datasets show that the
proposed SaLa framework significantly outperforms previous
SOTA models, and further analysis on four additional bench-
mark datasets verifies the advantages of our SaLa.

2 Problem Formulation

Given the utterance x consisting of 𝑛 word tokens (𝑥1, 𝑥2, . . . , 𝑥𝑛),
themultiple intent detection could be formulated as amulti-label clas-
sification taskwhich predictsmultiple intentsO𝐼 = (𝑂𝐼1,𝑂

𝐼
2, . . . ,𝑂

𝐼
𝑚),
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Figure 3: The main architecture of the proposed SaLa framework. Better view in color.

where𝑚 denotes the number of intents in the input utterance. Mean-
while, slot filling can be viewed as a sequence labeling task that
predicts a slot label sequence O𝑆 = (𝑂𝑆1 ,𝑂

𝑆
2 , . . . ,𝑂

𝑆
𝑛 ).

3 Method

In this section, we detail the proposed SaLa, whose main archi-
tecture is shown in Figure 3. Initially, the SaLa takes an utterance
and predefined sets of intent and slot labels as inputs, mapping
them into utterance and label representations using an utterance
encoder (§3.1) and a semantic-attentive label embedder (§3.2), re-
spectively. Next, the scenario-aware label co-occurrence module
(§3.3) processes the task-shared utterance representation to detect
the scenario of the input utterance, updating the corresponding la-
bel co-occurrencematrixwith the co-occurring labels. Subsequently,
in the scenario-aware label graph interaction module (§3.4), a label
graph is constructed to explore the interactions between intent
and slot label representations, guided by the scenario-aware label
co-occurrence. Finally, two separate decoders (§3.5) are trained for
intent and slot prediction. Both intent detection and slot filling are
optimized simultaneously through a joint learning scheme (§3.6).

3.1 Utterance Encoder

Following previous works [32, 33, 46], we employ a task-shared
encoder and a task-specific encoder as utterance encoder for a fair
comparison. Additionally, the discussion using pre-trained language
models (PLMs) as the utterance encoder is presented in §4.4.

3.1.1 Task-Shared Encoder. Given an input utterance x consisting
of 𝑛 word tokens (𝑥1, 𝑥2, . . . , 𝑥𝑛), the task-shared encoder creates
a vector e𝑖 to represent the 𝑖-th word token 𝑥𝑖 by concatenating

contextual word embeddings eBiLSTM
𝑖

and eSA
𝑖

as follows1:

e𝑖 = eBiLSTM𝑖 ⊕ eSA𝑖 , (1)

where ⊕ denotes concatenation. Here we feed a sequence e𝑥1:𝑥𝑛
of real-valued word embeddings into a bidirectional LSTM (BiL-
STM) layer [18] and a self-attention (SA) layer [38] to produce the
contextual feature vectors eBiLSTM

𝑖
and eSA

𝑖
, respectively.

3.1.2 Task-Specific Encoder. The task-specific encoder passes the
sequence of vectors e1:𝑛 as input to two different single BiLSTM lay-
ers to produce task-specific latent vectors e𝐼

𝑖
= BiLSTM𝐼 (e1:𝑛, 𝑖) ∈

R𝑑 and e𝑆
𝑖
= BiLSTM𝑆 (e1:𝑛, 𝑖) ∈ R𝑑 . These task-specific vectors

are concatenated to formulate task-specific matrices E𝐼 and E𝑆 :

E𝐼 =
[
e𝐼1, e

𝐼
2, . . . , e

𝐼
𝑛

]
∈ R𝑛×𝑑 , (2)

E𝑆 =

[
e𝑆1 , e

𝑆
2 , . . . , e

𝑆
𝑛

]
∈ R𝑛×𝑑 . (3)

3.2 Semantic-attentive Label Embedder

Given the pre-defined intent label set 𝐿 = {𝑙 𝐼0, 𝑙
𝐼
1, . . . , 𝑙

𝐼
|𝐼 |−1} and

slot label set {𝑙𝑆0 , 𝑙
𝑆
1 , . . . , 𝑙

𝑆
|𝑆 |−1}, where |𝐼 | and |𝑆 | represent the

number of intent and slot labels, respectively. We utilize the same
encoder structure as described in §3.1.1 to obtain label embeddings.
These embeddings are denoted as H𝛿 ∈ R |𝛿 |×𝑑 , where 𝛿 ∈ {𝐼 , 𝑆} (𝐼
denotes intent label and 𝑆 denotes slot label) and |𝛿 | is the number
of intent or slot labels. Notably, these obtained label embeddings
are fixed during the training process to prevent overfitting.

1For conciseness, the bias terms in this paper are omitted.
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Next, we integrate the label embeddings with the semantic in-
formation derived from the input utterance. To achieve this, we
employ low-rank bilinear pooling [21] to construct an alignment
matrix between the task-specific utterance representation and its
corresponding label representations. Concretely, we first map the
task-specific utterance token e𝛿

𝑗
and corresponding label embedding

h𝛿
𝑖
into a task-specific joint embedding space:

x𝛿𝑖 𝑗 = P𝛿
⊤ (tanh((U𝛿⊤e𝛿𝑗 ) ⊙ (V𝛿⊤h𝛿𝑖 ))), (4)

where tanh(·) denotes the hyperbolic tangent function,U𝛿 ∈ R𝑑×𝑑𝛿 ,
V𝛿 ∈ R𝑑×𝑑𝛿 and P𝛿 ∈ R𝑑𝛿×𝑑 are all learnable parameters. ⊙ de-
notes the element-wise multiplication, and 𝑑𝛿 denotes the dimen-
sions of the task-specific joint embedding space.

Then, the normalized attention score 𝛼𝛿
𝑖 𝑗
for task-specific utter-

ance token e𝛿
𝑗
and label embedding h𝛿

𝑖
is calculated as follows:

𝛼𝛿𝑖 𝑗 =
exp(Φ𝛿𝑎 (x𝛿𝑖 𝑗 ))∑𝑛−1
𝑗 ′=0 exp(Φ𝛿𝑎 (x𝛿𝑖 𝑗 ′ ))

, (5)

where Φ𝛿𝑎 (·) are two learnable feed-forward networks that map the
input vectors to logits. Consequently, the semantic-attentive label
representation h𝛿

𝑖
is obtained by computing the weighted sum of

all token features of the input utterance x as follows:

h𝛿𝑖 =

𝑛−1∑︁
𝑗=0

𝛼𝛿𝑖 𝑗e
𝛿
𝑗 . (6)

3.3 Scenario-aware Label Co-occurrence

3.3.1 Utterance Scenario Detecting. Given that there are 𝐾 scenar-
ios, which are derived through a statistical analysis of the entire
training dataset. To begin, we perform global average pooling along
the spatial dimension on the task-shared utterance representation E
to obtain the global representation Ē of the current input sentence.
For PLMs as utterance encoder such as BERT, we directly use the
[CLS] token for this purpose. Then, the probability that the input
utterance x belongs to the 𝑘-th scenario is calculated as follows:

𝜁𝑘 =
exp(w⊤

𝑘
Ē)∑𝐾−1

𝑘 ′=0 exp(w′⊤
𝑘
Ē)
, (7)

wherew𝑘 for𝑘 ∈ {0, 1, . . . , 𝐾−1} represents a learnable vector, with
w𝑘 ∈ R𝑑 . This vector serves as a prototype for the 𝑘-th scenario,
facilitating the clustering of related utterances. Utilizing the derived
probability distribution of scenarios, we identify the scenario of the
utterance as the one corresponding to the highest probability:

𝑠 = arg max
𝑘∈{0,1,...,𝐾−1}

𝜁𝑘 . (8)

In this fashion, the 𝑠-th scenario is assigned to the input utterance
x, and the corresponding intent and slot labels are utilized to update
the co-occurrence matrix for the 𝑠-th scenario accordingly.

3.3.2 Label Co-occurrence Modeling. As mentioned above, we aim
to mine the group-level label co-occurrence relationships. To this
end, a label co-occurrence frequency matrix is maintained for each
scenario, which tracks co-occurring labels of the input utterance
according to its detected scenario during the training process.

To be specific, if the labels of utterance x are paired with each
other, they are considered as the co-occurrence labels of the 𝑠-th
scenario. For convenience, all the intents and slot labels are denoted
as a multi-hot vector y =

[
𝑦𝐼0, 𝑦

𝐼
1, . . . , 𝑦

𝐼
|𝐼 |−1, 𝑦

𝑆
0 , 𝑦

𝑆
1 , . . . , 𝑦

𝑆
|𝑆 |−1

]⊤
,

where 𝑦𝑖 ∈ {0, 1} for 𝑖 ∈ {0, 1, . . . , |𝐼 | + |𝑆 | − 1} is a binary indicator.
And we also temporarily omit the superscript 𝛿 to distinguish the
intent and the slot in the following part, since they are denoted
by the same vector y. Therein, 𝑦𝑖 = 1 if the label ℓ𝑖 presents in the
utterance x and 0 otherwise. Notably, we do not count slot ‘O’ due
to its inclusion might introduce noise to the graphs. Thus, the label
co-occurrence frequency matrix for the 𝑠-th scenario is updated as:

C𝑠 = C𝑠 + yy⊤, (9)

where C𝑠 ∈ R( |𝐼 |+|𝑆 | )× ( |𝐼 |+|𝑆 | ) represent the globally maintained
frequency matrix for the 𝑠-th scenario throughout the entire train-
ing process, which is initialized to zero. In C𝑠 , the diagonal element
𝑐𝑠
𝑖𝑖
records the frequency of the label ℓ𝑖 , while the off-diagonal el-

ement 𝑐𝑠
𝑖 𝑗
captures the frequency of co-occurrences between the

label ℓ𝑖 and ℓ𝑗 . Therefore, the probability that label ℓ𝑗 appears in
the utterance in the presence of the label ℓ𝑖 in the 𝑠-th scenario is:

𝑃𝑠𝑖 𝑗 =
𝑐𝑠
𝑖 𝑗

𝑐𝑠
𝑖𝑖

. (10)

As the training progresses, each co-occurrence frequency matrix
continuously updates to reflect the co-occurring labels within the
respective scenario, leading the co-occurrence probability matrix
to eventually converge towards a steady distribution.

3.4 Scenario-aware Label Graph Interaction

In this subsection, we update the semantic-attentive label repre-
sentations in a graph propagation manner under the guidance of
the scenario-aware label co-occurrence probability matrix. To be
specific, we calculate the global co-occurrence probability matrix of
the input utterance x with the obtained co-occurrence probability
matrices {P0, P1, . . . , P𝐾−1} in §3.3.2 and the predicted scenario
probability distribution 𝜁𝑘 in §3.3.1 of the input utterance x:

Px =

𝐾−1∑︁
𝑘=0

𝜁𝑘P
𝑘 . (11)

Subsequently, we formulate a directed label graph G = {V, E},
where the node set V represents intent and slot labels, and the
edge set E captures the co-occurrence relationships between adja-
cent nodes. The edge weights are intuitively initialized based on
the label co-occurrence probability matrix Px. Following this, mes-
sage passing occurs across the graph G, facilitating the learning of
contextual representations for all nodes. Specifically, the feature
vector of node 𝑣𝑖 at the 𝑡-th iteration is represented as h𝑡

𝑖
, which is

initially set using the semantic-attentive representation of label ℓ𝑖 ,
i.e., h0

𝑖
= h𝑖 (cf. Eq.(6)). The message that node 𝑣𝑖 receives from its

neighboring nodes at the 𝑡-th iteration is computed as follows:

h𝑡𝑖 =
|𝐼 |+|𝑆 |−1∑︁
𝑗=0, 𝑗≠𝑖

𝑃x𝑗𝑖h
𝑡−1
𝑗 . (12)

This propagation process is iterated 𝑇 times, allowing the label
representations to fully interact with each other. In this fashion,
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the vector h𝑇
𝑖
for node 𝑣𝑖 encapsulates both the intrinsic features

of label ℓ𝑖 and the contextual information from other labels. This
process yields the updated intent and slot label representations
H[𝑇,𝛿 ] , which are then used for the final prediction.

3.5 Intent and Slot Decoders

Inspired by Qin et al. [30], we extend a feed-forward network to
implicitly integrate intent and slot information. Specifically, we
first apply an attention mechanism to extract relevant intent and
slot information from the task-specific utterance features E𝛿 :

E𝛿 = Softmax(E𝛿H[𝑇,𝛿 ]⊤ )H[𝑇,𝛿 ] + E𝛿 . (13)

Subsequently, the intent and slot information are integrated
through concatenation, denoted as Eo = E𝐼 ⊕ E𝑆 . To enhance this
representation, we incorporate word neighbor features [51] for each
token, capturing the context from both preceding and following
tokens, which is formulated as follows:

ê𝑡o = ê𝑡−1
o ⊕ ê𝑡o ⊕ ê𝑡+1

o . (14)

Next, we combine the label and context features Êo =
[
ê1
o, . . . , ê𝑛o

]
,

and add it to E𝛿 to derive the enhanced label information:

S = ReLU(ÊoW[1,𝑆 ]
o )W[2,𝑆 ]

o + E𝑆 ,

I = ReLU(ÊoW[1,𝐼 ]
o )W[2,𝐼 ]

o + E𝐼 ,
(15)

in which W[∗,𝛿 ]
o are trainable parameters.

Now, I can be used for multiple intent detection:

I = Sigmoid(ReLU(IW[3,𝐼 ]
o )W[4,𝐼 ]

o ) . (16)

The predicted sentence-level intents O𝐼 are obtained by voting
mechanism [32], which can be formulated as follows:

O𝐼 = {O𝐼
𝑘
| (
𝑛∑︁
𝑡=1

1[I[𝑡,𝑘 ] > 0.5]) > 𝑛

2
}, (17)

where I[𝑡,𝑘 ] represents the prediction probability of token 𝑡 for the
intent o𝐼

𝑘
.

Similar to Eq. 16, S is used for slot prediction:

S = Softmax(ReLU(SW[3,𝑆 ]
o )W[4,𝑆 ]

o ). (18)

Finally, the output O𝑆 = argmax(S) are the predicted slots se-
quence of the input utterance 𝑋 .

3.6 Training Objective

Following previous works, the training objective L𝑆 of slot filling
and the training objective L𝐼 of intent detection are:

L𝑆 ≜ −
𝑛∑︁
𝑗=1

𝑁𝑆∑︁
𝑖=1

Ô[𝑖,𝑆 ]
𝑗

log
(
O[𝑖,𝑆 ]
𝑗

)
, (19)

L𝐼 ≜ −
𝑛∑︁
𝑗=1

𝑁𝐼∑︁
𝑖=1

CE(Ô[𝑖,𝐼 ]
𝑗

,O[𝑖,𝐼 ]
𝑗

), (20)

CE(Ô,O) = Ô log(O) + (1 − Ô) log(1 − O), (21)

Dataset MixATIS MixSNIPS

Intent categories 18 7
Slot categories 117 72
Training set size 13,162 39,776
Validation set size 756 2,198
Test set size 828 2,199

Table 1: Dataset statistics.

where Ô[𝑖,𝑆 ]
𝑗

is the gold slot label, Ô[𝑖,𝐼 ]
𝑗

is the gold intent label, 𝑁𝑆
is the number of slot labels, and 𝑁𝐼 is the number of intent labels.
The final training objective L is as follows:

L = 𝜆L𝐼 + (1 − 𝜆)L𝑆 , (22)

where 𝜆 represents a hyper-parameter.

4 Experiments

4.1 Datasets and Metrics

Following previous works, we conduct experiments on two bench-
mark datasets: MixATIS andMixSNIPS [11, 17, 33]. There are 13,162,
756, 828 utterances for training, validation and testing in MixATIS,
respectively. MixSNIPS includes 39,776, 2,198, 2,199 utterances for
training, validation and testing, respectively. For a fair comparison
with previous works, we evaluate the performance of slot filling
using F1 score, multiple intent detection using accuracy (Acc), and
the sentence-level semantic frame parsing using overall accuracy
(Acc) representing all metrics are right in an utterance.

4.2 Implementation Details

Following [32], the word embeddings are trained from scratch,
where the dimensions of 𝑑 is set to 256. For the hyper-parameter
𝜆 in Eq.(22), it is set to 0.8 for both MixATIS and MixSNIPS. The
graph message propagation times𝑇 is empirically set to 3. We adopt
AdamW [27] to train SaLa with a learning rate of 1𝑒-3 and a weight
decay of 1𝑒-6. The model performing best on the validation set is
selected then we report its results on the test set. All experiments
are conducted on one single Nvidia V100. The experimental results
of our models are averaged over 5 runs with different random seeds.

4.3 Model Zoo

w/o Pre-trained Language Models. We have selected a diverse set
of representative and competitive baselines: (i) Slot-Gated. [14] in-
troduced a slot-gated joint model designed to learn the correlations
between intents and slots. (ii) Bi-Model. [41] explored bidirectional
interactions between intent detection and slot filling. (iii) SF-IDNet-

work. [12] implemented an iterative mechanism to establish a di-
rect connection between intents and slots. (iv) Stack-Propagation.
[29] utilized a joint model with stack-propagation, where intent
detection is used to guide slot filling. (v) Joint Multiple ID-SF. [13]
proposed a slot-gated mechanism for the joint task of multiple in-
tent detection and slot filling. (vi)AGIF. [33] developed an adaptive
graph interaction framework to capture fine-grained multi-intent
information for slot filling. (vii) GL-GIN. [32] introduced a global-
local graph interaction network to perform non-autoregressive
decoding. (viii) SDJN. [7] reformulated multi-intent detection as
a weakly supervised task. (ix) GISCo. [36] constructed a global
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Model Backbone MixATIS MixSNIPS

Slot (F1) Intent (Acc) Overall (Acc) Slot (F1) Intent (Acc) Overall (Acc)

w/o Pre-trained Language Models

Slot-Gated♥ [14] BiLSTM 87.7 63.9 35.5 87.9 94.6 55.4
Bi-Model♥ [41] BiLSTM 83.9 70.3 34.4 90.7 95.6 63.4
SF-ID Network♥ [12] BiLSTM 87.4 66.2 34.9 90.6 95.0 59.9
Stack-Propagation♥ [29] Self-attentive 87.8 72.1 40.1 94.2 96.0 72.9
Joint Mutiple ID-SF♥ [13] BiLSTM 84.6 73.4 36.1 90.6 95.1 62.9
AGIF♥ [33] Self-attentive 86.7 74.4 40.8 94.2 95.1 74.2
GL-GIN♥ [32] Self-attentive 88.3 76.3 43.5 94.9 95.6 75.4
SDJN♥ [7] Self-attentive 88.2 77.1 44.6 94.4 96.5 75.7
GISCo♥ [36] Self-attentive 88.5 75.0 48.2 95.0 95.5 75.9
Co-guiding Net♥ [46] Self-attentive 89.8 79.1 51.3 95.1 97.7 77.5
ReLa-Net♥ [47] Self-attentive 90.1 78.5 52.2 94.7 97.6 76.1
DARER [48] Self-attentive 89.2 77.3 49.0 94.9 96.7 76.1
SaLa (Ours) Self-attentive 91.6

‡
82.1

‡
54.7

‡
96.5

‡
98.9

‡
79.3

‡

w/ Pre-trained Language Models

LR-Transformer♥ [8] Transformer 88.0 76.1 43.3 94.4 95.6 74.9
SSRAN♥ [9] Transformer 89.4 77.9 48.9 95.8 98.4 77.5
SLIM♥ [1] BERT 88.5 78.3 47.6 96.5 97.2 84.0
DGIF♥ [55] BERT 88.5 83.3 50.7 95.9 97.8 84.3
TFMN♥ [6] BERT 88.0 79.8 50.2 96.4 97.7 84.7
UGEN♥ [45] T5 89.2 83.0 55.3 95.0 96.9 78.8
RoBERTa + AGIF^ RoBERTa 86.3 80.1 48.4 95.2 96.8 81.7
RoBERTa + GL-GIN^ RoBERTa 86.8 80.6 49.8 95.9 97.2 82.2
RoBERTa + GISCo^ RoBERTa 87.3 81.0 52.5 97.0 97.2 82.6
RoBERTa + Co-guiding Net^ RoBERTa 88.7 83.2 54.4 96.9 98.0 83.9
RoBERTa + ReLa-Net^ RoBERTa 89.2 82.3 54.9 96.7 97.8 83.5
ChatGPT^ [28] - 43.9 65.1 12.8 58.2 94.0 28.9
RoBERTa + SaLa (Ours) RoBERTa 90.7

‡
84.8

‡
57.0

‡
97.4

‡
98.5

†
85.0

‡

Table 2: Main results (%).
♥
: results from the corresponding paper.

^
: results by our implementation. Bold: best result, underlined:

second best result.
†
(resp.

‡
): SaLa significantly outperforms baselines with 𝑝 < 0.05 (resp. 0.01) under paired t-test.

graph based on inter-label statistical dependencies. (x) Co-guiding
Net. [46] proposed a two-stage framework that facilitates mutual
guidance between intents and slots. (xi) ReLa-Net. [47] leveraged
label typologies and relations, representing the most recent state-of-
the-art model. (xii) DARER. [48] investigated relational temporal
graph reasoning for fine-grained temporal modeling among labels.
w/ Pre-trained Language Models. To further investigate the po-
tential of SaLa when used alongside pre-trained language mod-
els (PLMs), we conducted a comprehensive comparison against
existing state-of-the-art baselines that incorporate PLMs: (i) LR-
Transformer. [8] introduced a layered-refine Transformer, fea-
turing a slot label generation task and a layered refinement mecha-
nism. (ii) SSRAN. [9] developed a scope-sensitive result attention
network based on the Transformer architecture to leverage bidi-
rectional interactions between results. (iii) SLIM. [1] presented a
multi-intent SLU framework utilizing BERT to effectively harness

existing annotation data. (iv) DGIF. [55] constructed an interac-
tive graph that injects semantic information from labels into node
representations. (v) TFMN. [6] leveraged the number of intents
to achieve threshold-free multi-intent SLU using a Transformer-
based approach. (vi) UGEN. [45] framed the joint multi-intent SLU
task as a question-answering problem within a prompt-based para-
digm. (vii)–(xi) RoBERTa + AGIF/GL-GIN/GISCo/Co-guiding

Net/ReLa-Net. We also conducted experiments using five compet-
itive baselines with RoBERTa

base
[25]. (xii) ChatGPT (gpt-3.5-

turbo-0125). A significant milestone in NLP [28], which we employ
in a few-shot learning paradigm as a reference for multi-intent SLU.

4.4 Main Results

The performance of the proposed SaLa and the baselines, both with
and without pre-trained language models (PLMs), is presented in
Table 2. From this, we can draw the following observations:
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Variant MixATIS MixSNIPS

Slot (F1) Intent (Acc) Overall (Acc) Slot (F1) Intent (Acc) Overall (Acc)

SaLa 91.6 (↓ - ) 82.1 (↓ - ) 54.7 (↓ - ) 96.5 (↓ - ) 98.9 (↓ - ) 79.3 (↓ - )
w/o SaLE 89.5 ( ↓2.1) 80.4 ( ↓1.7) 51.9 ( ↓2.8) 95.6 ( ↓0.9) 98.3 ( ↓0.6) 78.6 ( ↓0.7)

w/o Bilinear Pooling 90.4 ( ↓1.2) 81.2 ( ↓0.9) 53.4 ( ↓1.3) 95.9 ( ↓0.6) 98.6 ( ↓0.3) 78.8 ( ↓0.5)
w/o SaLG 88.8 ( ↓2.8) 79.5 ( ↓2.6) 49.0 ( ↓5.7) 95.3 ( ↓1.2) 98.0 ( ↓0.9) 77.9 ( ↓1.4)

w/ More Parameters 89.5 ( ↓2.1) 80.2 ( ↓1.9) 51.3 ( ↓3.4) 95.5 ( ↓1.0) 98.2 ( ↓0.7) 78.4 ( ↓0.9)
Table 3: Ablation Studies. SaLE: Semantic-attentive Label Embedder. SaLG: Scenario-aware Label Graph Interaction.
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Figure 4: Analysis experiments of SaLa on the MixATIS dataset (in color). Effect of (a) the trade-off hyper-parameter 𝜆; (b) the

graph propagation time 𝑇 .

(i) For models without PLMs on both datasets, SaLa out-

performs previous approaches across all metrics by a signif-

icant margin, including implicit graph modeling methods (e.g.,
Co-guiding Net), explicit graph modeling methods using corpus-
level label co-occurrence (e.g., GISCo), and explicit graph modeling
methods using utterance-level label co-occurrence (e.g., ReLa-Net).
This suggests that SaLa effectively captures correlations between
intents and slots through the proposed scenario-aware explicit label
graph interaction, thereby enhancing SLU performance. (ii) SaLa
achieves more substantial improvements on MixATIS. We hy-
pothesize that this is due to the greater similarity of scenarios in
MixATIS. SaLa can optimize distinct label co-occurrence matrices
across different scenarios, enabling precise interactions among in-
tent and slot labels. (iii) The contributions of SaLa and PLMs

are complementary. From the results with PLMs, we observe
that while RoBERTa enhances model performance, SaLa com-
bined with RoBERTa significantly outperforms other models. This
demonstrates the complementary nature of their contributions,
indicating that the core strength of SaLa lies in capturing and
leveraging label co-occurrence under scenarios to facilitate label
interactions, which does not overlap with the advantages of PLMs.
(iv) Existing joint multi-intent SLU models with PLMs exhibit

strong competitiveness. Even when equipped with a powerful
backbone like T5 [34], the proposed SaLa framework combined
withRoBERTa delivers superior performance on both benchmarks.
(v) ChatGPT struggles with multi-intent SLU tasks.We applied
a method similar to that in [16] to evaluate ChatGPT’s performance
on these two datasets, using 20 randomly selected examples from

the training set. While ChatGPT demonstrates strong few-shot
learning abilities in intent detection, it significantly lags behind
SaLa in overall accuracy. We suspect this is due to the task-specific
knowledge required for this task, which is better captured through
fine-tuning. Additionally, the schema of intent and slot labels is
complex. Although advanced in-context learning strategies like
chain-of-thought may improve ChatGPT’s performance to some
extent, this is not the focus of our paper. Given ChatGPT’s limited
success in multi-intent SLU, we argue that designing a robust multi-
intent SLU framework remains a challenging and essential task for
the NLP community, warranting further exploration.

4.5 Model Analysis

We conduct a set of ablation experiments to verify the advantages
of our work, and the results are shown in Table 3.

4.5.1 Effect of Semantic-attentive Label Embedder. To verify the
effectiveness of semantic-attentive label embedder, we design a vari-
ant termed w/o SaLE and its result is shown in Table 3. We can find
that employing the same encoder structure of utterance directly for
label encoding resulted in a notable decline in overall performance,
with decreases of 2.8% and 0.7% on MixATIS and MixSNIPS, respec-
tively. This apparent performance gap between w/o SaLE and SaLa
underscores the significance of SaLa in capturing the semantics
of the input utterance and providing effective representations of
initial node features in label co-occurrence graphs. Besides, we
substitute the low-rank bilinear pooling with standard attention
(Line w/o Bilinear Pooling) and observe performance drops across
all metrics on both datasets. We attribute this to the effectiveness of
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Model Training Time Latency/Inference Time
per Epoch per Utterance

Co-guiding Net 70s 2.9ms
ReLa-Net 74s 3.0ms
GISCo 76s 3.0ms
SaLa (Ours) 83s 3.1ms

Table 4: Comparison on training and inference time.

low-rank bilinear pooling in aligning the utterance with the label
space, which enbales the fusion of utterance semantics into label
features, thereby enhancing subsequent interactions.

4.5.2 Effect of Scenario-aware Label Graph Interaction. One of the
core contributions of our work is achieving precise label graph
interaction across different scenarios, while previous works only
model a single implicit or explicit graph. To verify its effectiveness,
we design a variant termed w/o SaLG and its result is shown in
Table 3. We observe that overall accuracy drops by 5.7% on Mix-
ATIS and 1.4% on MixSNIPS. This proves that the scenario-based
label co-occurrence relationships can effectively model precise la-
bel interactions between intents and slots, boosting multi-intent
SLU systems. Moreover, we replace multiple LSTM layers (2-layers)
following [32] as the SaLG to verify that the proposed SaLa rather
than the added parameters works. Table 3 (Line w/ More Param-
eters) shows the results. We observe that our model outperforms
more parameters by 3.4% and 0.9% overall accuracy in two datasets,
which shows that the improvements come from the proposed SaLa
rather than the involved parameters.

4.6 Hyper-parameters Sensitivity

We conducted a hyperparameter analysis to assess the sensitivity of
several key parameters within SaLa: (i) The parameter 𝜆 indicates
the importance of L𝐼 between the two tasks. We evaluate the scale
range setting 𝜆 ∈ [0.2, 1.0] as shown in Figure 4(a). We find that
overall accuracy is improved and saturated with 𝜆 = 0.8. (ii) In our
investigation of the graph’s propagation time, we discovered that a
lesser number of layers (1 - 2 layers) results in inadequate informa-
tion capture, while an increased number leads to the incorporation
of noisy neighbors. As a result, we empirically select three layers
for our experiments to achieve the best performance.

4.7 Computation Efficiency

The training time and latency of SaLa and SOTA methods (i.e., Co-
guiding Net, ReLa-Net and GISCo) are shown in Table 4. We find
that our SaLa costs somemore training time due to themaintenance
of label co-occurrence matrices for various scenarios. Regarding
latency, our SaLa is comparable to previous works, yet it signifi-
cantly outperforms the latter. The graphs in our proposed SaLa only
updated in the training process and are frozen during inference.

4.8 Single-intent and Multi-domain SLU

Since SaLa is scenario-aware, a natural question arises about its
effectiveness in multi-domain SLU. To further assess the generaliz-
ability of our proposed SaLa framework, we conducted experiments

Model ATIS SNIPS

Stack-Propagation [29] 86.5 86.9
Graph-LSTM [50] 87.6 89.7
Co-Interactive [30] 87.4 90.3
HAN [2] 88.7 91.8
SaLa (Ours) 89.3

†
92.5

‡

Table 5: Overall accuracy (%) on ATIS [17] and SNIPS [11]

(single-intent SLU) benchmark datasets.

Model MTOD ASMixed

Shared-LST [15] 88.7 76.7
Separated-LSTM [15] 89.7 79.5
Multi-Domain adv [24] 88.8 79.5
One-Net [22] 89.4 78.3
Locale-agnostic-Universal [23] 88.5 79.4
Coach [26] 89.5 81.5
Qin et al. [31] 91.3 84.8
SaLa (Ours) 93.6

‡
87.0

‡

Table 6: Overall accuracy (%) onMTOD [35] andASMixed [31]

(multi-domain SLU) benchmark datasets.

on four extra benchmarks of both single-intent and multi-domain
SLU settings. From the results reported in Tables 5 and Table 6, we
can observe that the proposed SaLa not only achieves state-of-the-
art performance across various SLU settings but also demonstrates
more pronounced effectiveness in multi-domain SLU.

4.9 Case Study

To intuitively understand how the SaLa works, we provide two
cases and visualize the label co-occurrence probabilities of the
scenario of the utterance, as well as with three top confidence
scores intents and one low confidence score intent. As shown in
Figure 5(a), our SaLa can accurately predict multiple intent labels
(e.g., AddToplaylist and PlayMusic). Thanks to the group-level
label co-occurrence matrices, the proposed SaLa can offer more pre-
cise guidance for interactions between labels, resulting in accurate
prediction. Similar results can also be observed in Figure 5(b).

5 Related Work

Intent detection and slot filling are two subtasks in task-oriented
dialogue systems that have become a research hotspot due to their
ability to recognize and extract expressed intents and annotate
corresponding sequence slot tags within a single utterance. Since
intent detection and slot filling are highly correlated in SLU sys-
tems, numerous models [3, 4, 30, 40, 43, 44] have been proposed to
jointly tackle the two subtasks. However, these models focus on
single-intent utterances, which may not be practical in real-world
scenarios where an utterance usually expresses multiple intents.

To this end, Kim et al. [20] begin to explore multiple intent de-
tection. Gangadharaiah and Narayanaswamy [13] first employ a
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Utterance add born free to fresh … tune from the twenties

Slot (Baseline) O B-entity_name I-entity_name O B-playlist O O O B-year

Slot (Ours) O B-entity_name I-entity_name O B-playlist B-music_item O O B-year

Intent (Baseline) AddToPlaylist

Intent (Ours) AddToPlaylist,  PlayMusic

(a)

(b)

AddToPlaylist

PlayMusic

SearchCreativeWork

BookRestaurant

Add
ToP
layl
ist

Pla
yM
usic

Sea
rchC
reat
iveW
ork

Boo
kRe
stau
ran
t

Utterance what … canadian airlines … flights use j31

Slot (Baseline) O … B-airline_name I-airline_name … O O B-aircraft_code

Slot (Ours) O … B-airline_name I-airline_name … O O B-aircraft_code

Intent (Baseline) atis_quantity

Intent (Ours) atis_quantity,  atis_city

atis_quantity

atis_city

atis_flight

atis_meal

atis
_qu
ant
ity

atis
_cit
y
atis
_fli
ght

atis
_me
al

Figure 5: Case study of two different utterances between our SaLa and best baseline ReLa-Net on MixSNIPS (a) and MixATIS (b).

Label in red denotes an error while the one in blue denotes the correct.

multi-task framework to tackle the multiple intent detection and
slot filling jointly. With the increasing popularity of graph neu-
ral networks in various NLP tasks [5, 19, 42, 52], state-of-the-art
multi-intent SLU systems also leverage Graph Neural Networks to
model the cross-task interactions. Qin et al. [33] and Qin et al. [32]
propose graph interaction networks to model implicit correlations
between intent labels and slot tokens. Song et al. [36] build a global
graph to leverage the intent-slot co-occurrence, enhancing the SLU
performance. Xing and Tsang [46] implements a two-stage frame-
work achieving mutual guidance between intents and slots. Xing
and Tsang [47] further exploits label typologies and relations. Xing
and Tsang [48] explores relational temporal graph reasoning to
achieve fine-grained temporal modeling among labels.

Despite promising results achieved, current multi-intent SLU
methods utilize labels at either the utterance level or the corpus
level, failing to fully exploit an important feature of the SLU domain:
scenario. This limitation hinders the progression towards more
balanced and nuanced group-level label interactions.

6 Conclusion

In this paper, we proposed a novel scenario-aware label graph
learning framework for multi-intent SLU. Concretely, the scenario-
aware label co-occurrence module maintains a label co-occurrence
matrix for each scenario and tracks co-occurring labels during the
training phase, which is used to guide the interactions of label
representations via graph propagation. Experimental results on
two public benchmarks demonstrate the superiority of our SaLa
framework. Future research will focus on addressing more complex
SLU settings, like those involving unknown domains.
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